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Figure 1: We collect participants’ feedback toward presented social functions of a balloon robot, namely BalloonBot, with a 
storytelling demo: (a) At 8:00 a.m., BalloonBot flows over to wake up the user and provides a cheerful greeting. (b) One hour 
later, it becomes a fitness coach, guiding the user with touches. (c) At 1:00 p.m., BalloonBot is the housekeeper, helping locate a 
roaming cat at home. (d) By 3:00 p.m., BalloonBot in the library assists the user in book searching across different building 
levels. (e) Finally, BalloonBot provides relaxing and supportive companionship while the user works on their laptop. 
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Abstract 
We are witnessing a new epoch in embodied social agents. Most 
of the work has focused on ground or desktop robots that enjoy 
technical maturity and rich social channels but are often limited by 
terrain. Drones, which enable spatial mobility, currently face issues 
with safety and proximity. This paper explores a social balloon 
robot as a viable alternative that combines these advantages and 
alleviates limitations. To this end, we developed a hardware proto-
type named BalloonBot that integrates various devices for social 
functioning and a helium balloon. We conducted an exploratory 
lab study on users’ perceptions and expectations about its demon-
strated interactions and functions. Our results show promise in 
using such a robot as another form of socially embodied agent. We 
highlight its unique mobile and approachable characteristics that 
harvest novel user experiences and outline factors that should be 
considered before its broad applications. 

CCS Concepts 
• Human-centered computing → Interactive systems and 
tools; • Computer systems organization → Robotics. 
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1 INTRODUCTION 
Social robots participate in our lives more than ever. They often 
act in certain social roles, e.g., providing companionship and en-
tertainment to the child as a babysitter [44, 51], managing patients 
in the hospital as a nurse [6, 98], and delivering guidance to peo-
ple with chronic disease as a doctor [62] or simply teaching peo-
ple how to cook as a chief [52]. Given special designs, they also 
help extend the capacity of humans by acting as powerful tools, 
e.g., memory management and life sharing for people living alone 
[95], and interacting with dancers on the stage to create novel 
visual effects [34]. Particularly, the emergence of large language 
models (LLMs) has significantly enhanced these robots in their 
perceptive and cognitive abilities and enriched their interactions 
with humans and the physical world, enabling them to appear 
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more frequently and carry out more diverse tasks in our society 
[6, 26, 29, 61, 63, 79, 93, 95, 98, 103, 112]. 

Among this surge of exploring social robots across various sce-
narios, a majority of existing works still focused on ground robots 
[6, 44, 49, 51, 63, 98, 112] or those placed on a desktop [52, 61, 93, 
95, 98, 103] (both referred to as surface robots in the rest of this 
paper). This could be largely due to the technical maturity and 
market dominance of this kind of robot, where Pepper [4], NAO 
[3], and their follow-up products can be easily accessed. However, 
typical limitations of these robots include their restricted mobility 
given the static design (e.g., desktop robots) and/or obstacles on 
the ground and the lost opportunity to function in the aerial space. 
In this sense, drones appear to be a proper alternative option that 
enables spatial mobility while providing similar social functions 
[13, 48]. However, it is also highlighted that drones as social robots 
face several limitations, such as noise, proximity, safety, and en-
durance concerns, particularly due to their inherent mechanical 
structures and functionality designs [55]. We ask if there is another 
form of social robot that enjoys spatial mobility and enables a safe 
and approachable social experience. 

In recent years, the robot with a balloon appeared as a potential 
platform that inherits the mobile capacity of drones but allows a 
quieter operation and longer duration in the air [11, 69, 70, 76, 89, 
104, 105]. So far, many studies have focused on the implementation 
and design of such a balloon robot, e.g., its mechanical structure 
[104], balloon materials [36, 37], and flight control algorithms [82, 
83] in a large aerial space. For the discussion about the use scenarios, 
it was mainly adopted as a non-social tool in the past, e.g., for the 
visual presence of attendees in a remote meeting [76, 89], and aerial 
and dynamic recording during a discussion [70]. Only the study 
seen in [35] has discussed participants’ acceptance of such a balloon 
robot as a potential social robot. However, a gap exists: without 
demonstrating representative use examples, they were unable to 
reveal users’ further perceptions and expectations about its social 
interactions and functions. 

Thus, this paper aims to draw a clearer picture of using a bal-
loon robot as an interactive, proximal, and friendly social agent. 
To the best of our knowledge, this paper is the first to integrate 
social channels into wireless balloon robotics and explore users’ 
feedback on such a new social embodiment. By developing a hard-
ware prototype named BalloonBot and its controlling web interface 
software, we first proposed a series of use cases that are grounded 
on the application topics demonstrated by the relevant literature 
and BalloonBot’s characteristics. We then conducted an exploratory 
lab study, which comprised a stimuli session using a pre-recorded 
video showcasing these use cases and a hands-on session where 
participants were allowed to operate, check, and touch BalloonBot. 
In particular, the video was crafted using a Wizard-of-Oz (WoZ) 
design. Finally, each participant was invited to complete a ques-
tionnaire and an on-site semi-structured interview. Looking into 
the results, we provided novel and informative insights on how 
BalloonBot is perceived by users from different dimensions, their 
diverse expectations about the functions it may carry, and concerns 
it should address in the future. 
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2 RELATED WORK 

2.1 Social Robots on the Surface 
To date, most studies and commercial products targeting human-
robot interactions have used surface robots. Aside from the tech-
nical maturity that can largely reduce the developmental cost, we 
notice the following motivations that further contributed to their 
dominant uses. First, reliance on specific payloads: For certain use 
scenarios, surface robots are ideal for handling payloads, includ-
ing i) manipulation-oriented payloads, e.g., robotic arms for door-
opening and desktop cleaning in housekeeping [63, 94, 103]; and 
ii) visually-interactable payloads, e.g., touchscreens for cognitive 
training [20]. Second, alignment with contexts: Except for requiring 
certain payloads, the motivations behind some studies were yet to 
extend the design space of surface robots given specific contexts, 
for example: i) child-robot interaction studies prioritize safety and 
durability (e.g., interactive toys [44, 45, 101]), which surface robots 
inherently provide; and ii) mechanical innovation studies focus on 
integrating robots with existing infrastructure, as seen in library 
delivery systems [54]. While these factors drive the popularity of 
surface robots, their constraints in navigating complex terrains and 
confinement to 2D planes limit broader impact. This highlights op-
portunities for exploring alternatives, especially in contexts where 
essential social capacities—such as seeing, listening, speaking, and 
moving—are already sufficient to drive the application. 

2.2 Social Drones 
The use of drones as interactive agents has gained significant atten-
tion in recent years, with studies exploring the potential of drones 
for social interactions with humans. Therein, many studies have 
examined the effects of flying behaviors (e.g., the height, approach 
direction, interaction distance, speed, sound, flight path) [15, 16, 21], 
outer appearance (e.g., having an emotional face) [47, 55, 90, 111], 
and interaction modalities (e.g., voice and gesture) [71] of drones 
on user experiences. Specifically, some of them looked into users’ 
preferences on drones’ social roles in domestic settings, which yet 
concluded that participants consistently perceived drones as func-
tional tools rather than interactive agents, e.g., to bringing them 
items over a companion or a friend [55], and a toy over a pet [99]. 
For the rationale, researchers generally attribute these findings 
to the operational challenges of drones, namely noise and safety 
concerns created by high-speed propellers and potential collisions 
[9, 23, 99, 108]. Consequently, social drone applications remain 
scarce in high-stakes areas concerning children, elderly care, and 
healthcare applications [71]. Some practices tend to fix the problems 
created by blades, e.g., by using propeller guards and enabling inter-
actions with proximity, such as Tai chi coaching [59] and breathing 
exercises [41]. Whereas, the study by Abtahi et al. [5] revealed 
that such protectors’ material and form factors could discourage 
users from touching the drone, as participants fear damaging them. 
Notably, drone noise was seen as disruptive and uncomfortable and 
remains unsolved [23, 27]. 

2.3 The Robot with a Balloon 
For their persistence in the air, balloon-based systems have served 
meteorological observation for weather monitoring [19, 57] and 

planetary terrain and composition analysis [11, 69] since the 1960s. 
With contemporary drones’ limitations, researchers are now repur-
posing buoyant platforms for prolonged, safe, and quiet aerial inter-
action. The robot with a balloon, as another robot in the air and the 
alternative to drones, is also referred to as blimps [35, 42, 83, 88, 109], 
blimp robots [100], the soft flying robot [84], and exactly the safety 
drones [104] in the past decades. A unique design of balloon robots 
is their reduced dependence on always-on high-speed blade propul-
sion systems, given buoyancy generated by lighter air like helium. 
Thus, they can achieve spatial mobility in a safer and quieter way, 
suitable for social interactions with proximity. Until recently, many 
works still focused on improving the hardware implementation of 
such a robot [36, 37, 74, 82, 83, 104], while the progress in exploring 
its social interaction and functions has been relatively sparse and 
slow. Therein, unique characteristics of the robot with a balloon 
have inspired the early explorations of its interactive functioning, 
with representative works including: i) telepresence systems inte-
grating the camera and projector [76, 89]; ii) overhead recording 
tools for meeting analytics [70]; and iii) programmable entertain-
ment platforms generating dynamic visual patterns [68, 81, 84]. 

Despite the surge of intelligent embodied agents, balloon robots’ 
capacity for multimodal social signaling (i.e., listening, seeing, 
speaking, and moving) remains unexplored, particularly in driving 
social interactions and functions. Thereon, this paper presents an 
exploratory study to shed light on this. Specifically, we contribute 
by proposing a novel social balloon robot prototype (BalloonBot) 
and answering the following two questions: RQ1: How do people 
perceive the mobile, multimodal, and intelligent interaction 
presented in BalloonBot’s WoZ demo, and RQ2: What expecta-
tions do people have given BalloonBot’s presented functions. 

3 METHOD 
In this section, we first introduce the hardware design and imple-
mentation of BalloonBot, demonstrating its simple yet efficient 
structure that makes it an accessible social robot platform. Then, 
we report the evaluation results of BalloonBot’s kinetic and noise 
performance. Finally, to move another step forward in demonstrat-
ing the potential of such a robot in social interactions and functions, 
we propose four use cases given BalloonBot’s unique characteristics 
and emerging topics from relevant literature. 

3.1 Designing and Implementing BalloonBot 
Our primary design consideration for this robot is to seamlessly 
integrate the key social interaction channels[18, 106], namely see-
ing, listening, speaking, and moving onto a small panel. Thereon, 
another consideration is to enable a touchable structure and, con-
sequently, the plug-and-play connection between this mechanical 
part and the balloon to account for endurance. We avoid context-
relevant designs to present a more generalizable implementation 
and user feedback. 

3.1.1 Mechanical Part. As shown in Figure 2 (a), the mechanical 
part of BalloonBot comprises two control boards hosting a bunch 
of devices, two orthogonal-connected plastic rods (with the longer 
horizontal one hanging a servo and a motor on each end, and the 
shorter vertical one hanging a motor), and the plastic Lego-like 
standing mount attached with a Velcro pad. The detailed model, 
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Figure 2: (a) An overview of BalloonBot. (b) The upside panel from the backside view, where the flight & voice control board is 
connected via the wires shown in (c) and (d) with the servo and the motor on each end, respectively. It is also connected via 
another ESC-equipped wire to the motor at the bottom. (e) Two batteries are attached to the underside panel. (f) The lateral 
view of a servo and a motor. 

weight, and price of each hardware component are summarized in 
Table 1. As shown in this table, the weight and the cost of making 
such a robot are well balanced. Below, we report BalloonBot’s basic 
social functioning details per control board with different devices. 
• Seeing and Listening (Camera Board). Two control boards us-
ing XIAO ESP32S3 microcontrollers are used to manage all the 
devices. To reach a balance between the power supply, partic-
ularly when using batteries, and data processing efficiency, we 
assign one of the control boards (referred to as ESP32S3Sense) to 
have a camera (OV2640) and a microphone connected. This helps 
handle transmitting a comparably larger amount of visual and 
audio data, separating which from the flight control signals. The 
camera captures images at a resolution of 480×320 pixels, with a 
frame rate of 30 fps and a field of view of 52◦ , achieving a balance 
between image clarity and real-time efficiency. The microphone 
uses the I2S (Inter-IC Sound) interface with the mono mode of 

Table 1: The detailed model, total weight, and unit price of 
each hardware component of BalloonBot. 

Component Overview Num. Weight (g) Price (USD) 
Balloon 32-inch balloon w/ valve 1 62.5 0.69+5 (Helium) 
Control Board 1 XIAO ESP32S3 1 3.8 7.69 
Control Board 2 XIAO ESP32S3Sense 1 5.3 10.72 
Extension board w/ 8 Grove connectors 1 10.0 5.36 
Speaker 8Ω 3W 1 5.0 0.89 
Audio amplifier MAX98357 1 3.1 0.65 
Motor 610 DC Core-less Motor 3 4.5 0.30 
Servo 180 degree 2 6.6 3.71 
Speed Controller DM-ESC001 2 3.6 1.17 
Battery 1S 900 mAh Li-Po 2 27.8 2.34 
Others Mount, DuPont lines, etc. - 35.5 -
Total - - 167.7 46.34 

PDM (Pulse Density Modulation), 16000 Hz sample rate, and 
16-bit resolution, suitable for precise audio data acquisition and 
processing. Via a 2.4GHz Wi-Fi connection with the computer, 
data is transferred in real-time using the HTTP protocol. 
• Speaking and Moving (Flight & Voice Control Board). We adopt 
another control board (ESP32S3) with an extension board (as 
shown in Figure 2 (b)) to handle the voice output using a speaker 
and flight modules. The digital sound signal is converted into 
analog signals by the control board using the I2S interface, and 
then amplified by the audio amplifier and played by the speaker. 
To fulfill the mobility of BalloonBot in a 3D indoor environment, 
we designed a motion scheme with 3 motors (maximum speed of 
30,000 RPM at 3.7V) and 2 servos (180◦ range). The motor speed 
is adjustable with the Electronic Speed Controllers (ESC). In 
Table 2, we provide a detailed report on the flight control strategy 
combining servos and motors. We assume the initial state of 
BalloonBot is when the balloon’s buoyancy is balanced with the 
weight of the mechanical part below. That is, even as buoyancy 
decreases over time, Motor 3 can provide supplementary lift to 
keep the balloon aloft, ensuring that horizontal motions driven 
by Motors 1 and 2 remain unaffected. 
We prepared a web interface for the wizard-end control of Bal-

loonBot, comprising real-time audiovisual transmission, voice, text, 
and sound file input for audio playback, flight control, and system 
log. Please kindly refer to Appendix A for more details. 

3.1.2 Integrating with the Balloon. Using a helium balloon first 
adds to BalloonBot’s increased aloft duration and reduced noise. 
Given the total weight of the mechanical part to be 105.2 g, as il-
lustrated in Table 1, the size of the balloon needs to balance such 
a payload against the capacity of moving across confined spaces 
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Table 2: The flight control strategy of BalloonBot. By default, 
servos are set to be 0◦ in moving forward, and we use the 
symbol ↑ to represent a respectively higher speed of the spe-
cific motor for differential turning control. 

Motion state Servo degree Driven motor 
Forward 1, 2: 0◦ 1, 2 
Backward 1, 2: 180◦ 1, 2 
Spinning Left 1: 180◦ , 2: 0◦ 1, 2 
Spinning Right 1: 0◦ , 2: 180◦ 1, 2 
Forward&left 1, 2: 0◦ 1, 2(↑) 
Forward&right 1, 2: 0◦ 1(↑), 2 
Down 1, 2: 90◦ 1, 2 
Up - 3 

(e.g., flying across the door or a narrow lobby). In this work, we 
compared latex with TPU as the balloon material. We managed to 
reduce the thickness of TPU to 0.06 mm under the current manu-
facturing conditions available in the local balloon factory. However, 
it is still heavier and more expensive than the latex. Although latex 
is vulnerable to oxidation, our experiment selects latex as the cur-
rent material for BalloonBot. Specifically, we use a spherical latex 
balloon with a fully inflated diameter of 80 cm, which offers an ad-
ditional lifting capacity of 130 g. As can be seen in our video figure, 
such a size also fits well with normal indoor structures. It should 
be noted that there are other materials commonly used for balloon 
manufacturing, such as PVC, PE, and aluminum film. However, a 
comparison between these materials is beyond the scope of this 
paper. In addition, we add emoji stickers to the balloon’s front- and 
back-end surfaces to indicate its orientation. Finally, to integrate 
this balloon into the robot system, we implement the following 
design considerations: 
• Touchability-Oriented Structure Design. Spreading propul-
sion devices around the balloon may enhance maneuverability 
and stability during flight [35–37, 104]. However, these devices 
also hinder interactions with proximity, as they obstruct direct 
contact with users. Therefore, we designed the current mechani-
cal form and attached it underneath the balloon, a practice also 
seen in [84]. In our experiments, during close interactions like be-
ing hugged by a user, the balloon did not experience any damage 
or loss of control. 
• Plug-and-Play Functioning with Velcros. The balloon itself 
is fragile and susceptible to oxidation and punctures. To enable 
quick replacement and adjustments, we attached the mechanical 
panel with a standing plastic mount and a Velcro pad, with an-
other corresponding pad underneath the balloon. This allows for 
convenient connection and disconnection of the balloon. 

3.2 Kinetic and Noise Evaluation 
Within a room with no wind and a baseline environmental noise of 
34 dBA, we evaluated the kinetic performance and noise level of 
BalloonBot with neutral buoyancy. Results are reported as follows. 
• Kinectic Performance. We recorded the time spent per unit 
distance (i.e., 10cm for moving in a line and 30◦ for rotation) 
of BalloonBot in its major motion categories to demonstrate 

Figure 3: BalloonBot’s speed profile during (a) ascent, (b) 
descent, (c) forward motion, and (d) yaw rotation. 

its speed and steadiness. It should be noted that the forward 
direction of BalloonBot is the facing direction of its camera. As 
shown in Figure 3, BalloonBot moves smoothly, which creates 
a sense of steadiness. Except for the ascent motion that almost 
has a constant speed of 8.27 cm/s, it can reach a maximum speed 
of 30cm/s, 50cm/s, and 128◦/s after 5 seconds, 2 seconds, and 
3 seconds, during descent, forward motion, and yaw rotation, 
respectively. Furthermore, we programmed the robot to leverage 
its servos to achieve rapid braking (normally within 1-2 seconds) 
through reverse thrust during motion. 
• Noise Level. We set the motors responsible for forward/yaw 
rotation, ascent, and descent motions at maximum speed. We 
then collected the distribution of noise levels along different 
distances across three representative directions. The handheld 
decibel meter is positioned at the same horizontal height as the 
rotor. As is shown in Figure 4, BalloonBot by most generates 
negligible sounds (<50dBA) even at close distances (≥30cm), 
which is quieter and allows a closer interaction than the previous 
one made without propellers [104]. 

3.3 Designing Downstream Use Cases 
Current practices on implementing and evaluating the social as-
pects of balloon robots in the real world are very limited, which 
include i) using LED lights and controlled motions for art and en-
tertaining [14, 84, 109]; ii) supporting telepresence with cameras or 
projectors [76, 89]; and iii) visual meeting recording in the air [70]. 
To draw a clearer picture of the balloon robot in social functioning 
and shed light on its future usage, we designed four downstream use 
cases under different social roles as stimuli for participants in our 
experiment. We first consider two key characteristics of BalloonBot, 
namely spatial maneuverability and proximity. In addition, we deem 
BalloonBot a perfect platform for intelligent multimodal interac-
tions, e.g., natural communication [25, 52, 95], target recognition 
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Figure 4: BalloonBot’s maximum operational noise distribu-
tion along three directions when setting the corresponding 
motors at the maximum speed. The reference bars indicating 
the sounds from 30dBA to 60dBA are taken from [2] 

[35, 46], and pose estimation [17, 97], thereby considering multi-
modal intelligence as another characteristic in its social functioning. 
Thereon, we propose the following use cases: 
• A touchable fitness coach in the air. The idea of using robots 
for proactive health has been attracting attention recently, where 
a typical usage adopts the robot as a fitness coach [97]. To move 
beyond this capacity demonstrated by surface robots, we design 
examples demonstrating BalloonBot’s touch-oriented interac-
tion and the non-verbal behaviors enabled by its spatial mobility. 
Specifically, we prepared BalloonBot to organize a fitness session 
with tactile guidance, real-time language instruction, and feed-
back. As shown in Figure 5 (a-c), we designed three exercises, 
namely squat with shoulder raise, shoulder flexion in a kneeling 
position, and neck stretching. For neck stretching, BalloonBot 
acts as an aerial target to guide users in exercising their necks. 
• A smart housekeeper that is quiet and moves across rooms. 
Devices with balloons were originally designed for long-duration 
hovering observation [11, 19, 57, 69]. BalloonBot could, in a sim-
ilar sense, enhance smart home systems by operating quietly 
and smartly and moving across rooms that may have ground 
obstacles. We highlight these aspects here, as surface robots and 
drones may fall short in such a comprehensive scenario. To show-
case this skill, as illustrated in Figure 5 (d)(e), we let BalloonBot 
help a user locate and report the wandering cat in the house. 
More generally, the robot may function in a hybrid environment 
comprising both smart and non-smart facilities in the future. 
• An emotional companion that invites the user to hug. In 
recent years, people have found robots suitable for providing 
emotional support [40, 75, 95, 98]. We aim to understand if a 
prominent, soft, and touchable flying robot may create novel emo-
tional value for the user. As shown in Figure 5 (f)(g), when a user 
is feeling down, BalloonBot can play soothing music and/or in-
vite the user to have a comforting hug. If the user is in a positive 

Figure 5: We prepared video stimuli with a Wizard-of-Oz de-
sign covering four use cases: (a-c) fitness coach, (d-e) house-
keeper, (f-g) emotional companion, and (h) indoor navigator. 

mood, it can create cheerful moves and speak actively to enhance 
their emotional well-being. 
• A smart housekeeper that is quiet and moves across rooms. 
Devices with balloons were originally designed for long-duration 
hovering observation [11, 19, 57, 69]. BalloonBot could, in a sim-
ilar sense, enhance smart home systems by operating quietly 
and smartly and moving across rooms that may have ground 
obstacles. We highlight these aspects here, as surface robots and 
drones may fall short in such a comprehensive scenario. To show-
case this skill, as illustrated in Figure 5 (d)(e), we let BalloonBot 
help a user locate and report the wandering cat in the house. 
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More generally, the robot may function in a hybrid environment 
comprising both smart and non-smart facilities in the future. 

4 The Exploratory Lab Study 
We conducted an exploratory lab study to understand users’ percep-
tions and expectations of BalloonBot’s demonstrated use cases. This 
user study is formally reviewed and approved by the Institutional 
Review Board (IRB) of the University. 

4.1 Video Stimuli with Wizard-of-Oz Designs 
Due to the imperfect technical maturity of novel robot prototypes 
adopted for research touching futuristic topics, many studies con-
ducted their user experiments using content made in virtual reality 
[55], 3D games [10, 64], and video demos [35]. Likewise, we made 
video stimuli for our lab experiment that showcase a wizard-of-oz 
implementation of the proposed four use cases. This helps: i) isolate 
evaluation of BalloonBot from current prototype limitations (as 
we will report later); and ii) maintain stimuli consistency across 
different participants as well as prevent potential technical artifacts 
(e.g., temporary flight instability and possible voice latency) from 
skewing feedback. 

For each use case, the wizard (an experienced BalloonBot pilot) 
remotely controlled the flight and speech of the robot, given its 
real-time visual and audio playback provided by the web interface. 
At the same time, two volunteers acted as the user. The authors 
together prepared the scripts for BalloonBot’s voice output per 
each use case, which was further refined by GPT-4o1 to increase 
the sense of machine capacity [22, 52]. While the wizard talked 
with the user directly via our web interface, such scripts serve as a 
reference to remind the wizard about the process and help reduce 
the use of words that are too colloquial. BalloonBot pronounced 
the texts by using the TTS API2 . 

4.2 Participant 
We sent out social media flyers to recruit 33 participants, including 
16 male participants (M) (mean age=37.38, std=13.50) and 17 female 
participants (F) (mean age=38.29, std=12.86). Given the focus of our 
experiment on living experiences, all participants were employed 
professionals having independent living spaces in the local area, 
either in rented or self-owned apartments. Regarding the experi-
ence of using robots, only 2/33 participants (1M, 1F) claimed to be 
frequent users, 9/33 participants (5M, 4F) reported to be moderate 
users and had some knowledge, 10/33 participants (5M, 5F) partici-
pants selected neutral, another 10/33 participants (5M, 5F) reported 
to have only a few experiences, and 2/33 participants never used 
robots before (2F). All the participants read the warm-up story de-
scribing the content of this study before the experiment, while each 
received a 15-dollar gift card as a reward after completion. Please 
refer to Table 3 for more information on each participant, including 
the gender and age group, respectively. 

1The OpenAI ChatGPT 4o (https://chat.openai.com/) at its December 2024 version. 
2The ‘Nova’ voice from OpenAI text-to-speech (TTS) API (https://platform.openai. 
com/docs/guides/text-to-speech). 

Figure 6: Illustrations of the hands-on session where (a) the 
experimenter would answer the participant’s questions by 
directly presenting the prototype, and (b) the participant 
could also give a try on the robot. 

4.3 Procedure 
We conducted the study each time with one student experimenter 
and one participant in a room of 5m×5m square. The devices used 
include a 12.9-inch iPad Pro for showing the video demo, a laptop 
for taking notes, a mobile phone for voice recording, and a Balloon-
Bot prototype. The experiment has a sequential design, including: 
i) first, the Stimuli Session, where each participant was invited to 
watch the pre-recorded video demo of BalloonBot’s four use cases 
and allowed to pause for any possible questions or opinions; and 
ii) second, the Hands-on Session, where the participant could touch 
and check the robot by their own and control via the web interface, 
as shown in Figure 6; this helps them get a first-hand experience 
about BalloonBot’s details, e.g., appearance, flight behavior, and 
operational noise. Particularly, during hands-on sessions, partic-
ipants were prompted with a short description of the robot and 
how to operate it, and reflections on use cases. In this way, our 
experiment created a mixed experience for participants that also 
prevents first-exposure bias: they observed the use cases presented 
by BalloonBot and explored by hand the robot’s technical details. 
In the end, each participant completed a questionnaire and a semi-
structured interview. Therein, participants were informed of our 
WoZ designs during the interview. Before this, only one participant 
noticed some clues of the WoZ setting in the stimuli session: "I heard 
from the video there are keyboard sounds in the background, wonder-
ing if someone was controlling the movement. I am not sure, actually, 
because I mostly took BalloonBot as a semi-automated machine, if 
not fully autonomous". 

4.4 Measures 
We adopt a 5-Likert scale (from 1, very much disagreed, to 5, very 
much agreed) questionnaire covering four different sections. The 
first two refer to the prior experiences of participants, including 
generic aspects of Q1 Familiarity, i.e., use frequencies or knowl-
edge of robots, and Q2 Attitude using Negative Attitudes toward 
Robots Scale (NARS) [87]. The remaining two touch the interac-
tion experiences given our experiment, including Q3 Perceptions 
about BalloonBot’s Presented Interaction, and Q4 Expectations about 
BalloonBot’s Functions. For Q3, we collected participants’ ratings 
across the following dimensions: 

https://chat.openai.com/
https://platform.openai.com/docs/guides/text-to-speech
https://platform.openai.com/docs/guides/text-to-speech
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• Safety, a major concern in human-robot interactions [12], and 
is important to reveal whether participants may spot any safety 
issues after watching the demo of BalloonBot; 
• Noisiness, a major drawback of social drones [13, 48], to which 
the effect of BalloonBot should be verified; 
• Empathic Alignment, important to inform participants’ per-
ceived trust, acceptance, and interaction efficiency with Balloon-
Bot [22, 39, 50, 85], and to judge whether participants can well 
perceive and find emotionally aligned with the demonstrated 
social behaviors of BalloonBot; 
• Ease, another issue encountered by social drones given their 
constrained social presence and channels [15, 55], and is valuable 
for us to know whether the novel social functioning and appear-
ance of BalloonBot improves the user’s sense of ease against 
psychological burdens; 
• Privacy, a prevalent problem that can be enlarged by a robot in 
the air [23], which would help understand participants’ potential 
privacy concerns toward BalloonBot. 

Particularly, to alleviate response biases, we phrased several 
survey questions negatively. Aside from NARS, for noisiness and 
privacy, we adopted questions: i) "BalloonBot produced noise that I 
found unpleasant"; and ii) "I’m concerned about my privacy given 
the use cases of BalloonBot", respectively. 

For Q4, quantitative measures mainly include participants’ rat-
ings toward each of the proposed use cases. Following the ques-
tionnaire questions, we developed a follow-up semi-structured in-
terview protocol to collect participants’ detailed responses on their 
notable ratings and open comments on BalloonBot. Therein, some 
interview questions were rewritten from the questionnaires. For 
instance, for the question on safety, namely‘BalloonBot gives me 
a sense of safety’, asked in Q3 of the questionnaire, the interview 
questions include: i) You found BalloonBot provides you with a sense 
of safety; could you share with us more about this (for the rating 
> 3)? ii) You did not find BalloonBot provides you with a sense of 
safety; could you tell us more about this (for the rating < 3)? and 
iii) How did you exactly perceive the presented safety of BalloonBot? 
And why (for the rating = 3)? For Q4, especially for BalloonBot 
acting as fitness coach and housekeeper, which would already be 
prevalent in our society, we have participants actively compare 
BalloonBot with their previous experiences using robots or simi-
lar artificial systems. Please refer to Appendix B for the detailed 
Questionnaire and questions adopted. We transcribed the voice 
recordings with MacWhisper while all the authors independently 
verified the accuracy of the transcriptions. 

4.5 Data Analysis 
For qualitative analysis, we adopted content analysis to uncover 
insights by categorizing trends and patterns in the interview data 
[66, 77]. By doing so, we aim to understand participants’ percep-
tions and expectations of BalloonBot at a conceptual level [33]. 
Since the interview was organized according to the sections in the 
questionnaire, we conducted inductive content analysis under each 
relevant topic concerning interaction perceptions and functional 
expectations, respectively. In this process, two experimenters who 
had conducted the entire study session, thus being familiar with the 
concept and values of this work, independently crafted the initial 

coding system using the same half of the transcriptions. Afterward, 
they conducted a coding meeting to align with each other and refine 
the codebook. They agreed on the final codebook by continuing the 
rest of the transcriptions. An additional author randomly selected 
pieces of transcriptions and their codings to help discover potential 
disagreements, which were further resolved to reach a consensus 
at another author meeting. 

We also implemented quantitative analysis, mainly analyzing the 
potential correlation of participants’ familiarity and attitude with 
their perceptions and expectations, respectively. This is particularly 
because there is a general prior hypothesis that users’ familiarity 
and attitude may influence their user experiences with robots [15, 
80]. With the Shapiro-Wilk test and Mauchly’s sphericity test, we 
found the data did not meet the assumptions of normality and 
sphericity. Therefore, we adopted Spearman’s correlation test for 
correlation analysis and reported the correlation coefficient 𝑟𝑠 and 
associated type 1 error rate 𝑝 . 

5 RESULTS 
We organize the analysis below for each research question. In par-
ticular, we aim to understand how participants perceive and expect 
the interaction and functions presented by BalloonBot, respectively, 
given their mixed experiences during the experiment, previous 
knowledge, or general attitudes toward using robots or dealing 
with technical products and even humans in general. 

5.1 Participants’ Perceptions about the 
Interaction Presented by BalloonBot (RQ1) 

5.1.1 Safety Perceptions as a Combined Outcome of BalloonBot’s 
Appearance, Material, and Functional Capacity. As shown in Figure 
7 (a), 27/33 participants (selected 4 and 5 in the questionnaire) 
took BalloonBot as safe to be used in daily life, 5 selected neutral, 
and only 1 participant selected 2-disagreed toward the safety of 
using BalloonBot. In general, many participants found BalloonBot’s 
"round and soft" shape and "light in weight" material, as experienced 
during the hands-on session, as direct indicators of its safety. Some 
participants owe such a sense of safety to BalloonBot’s "friendly" 
and "intelligent" capacity as witnessed in the video demo, e.g., "the 
robot can help me find it (cat) quickly, which makes me feel the balloon 
is reliable" (P15). In detail, we found: 
• Appearance and material as indicators of safety percep-
tions. BalloonBot was perceived as non-threatening and cute due 
to its non-angular design (e.g., "round, and harmless, no sense of 
danger" (P1)) and the absence of hard edges (e.g., "round and bulky, 
like Baymax" (P26)). Interestingly, many participants compared 
BalloonBot and other robots, saying that: "Robots made entirely 
of metal are uncomfortable and unfamiliar, but the balloon robot 
is light, with a smile, making it more relaxing and comfortable" 
(P27). In this quote, P27 specifically compares the "metal" robot 
and highlights that our design provides emotional value (e.g., 
smile and relaxation). Additionally, "The proximity of BalloonBot 
provides a sense of safety, while I may get hurt if a humanoid ro-
bot suddenly walks close to me, and also the propellers of drones 
are terrifying" (P04); In this quote, P04 specified the physical 
and emotional proximity concerns that traditional robots caused, 
which might be potentially mitigated by BalloonBot. It could 
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Figure 7: Questionnaire questions and results about participants’ perceptions about BalloonBot’s presented interaction. The 
original questionnaire questions of (b) and (f) were reversed here for analysis. 

be noted that these responses on BalloonBot’s appearance and 
material align well with recent progress on so-called soft robotics 
[56, 107], where researchers found that robots using soft materi-
als add to better acceptance and novel expressivity. A number of 
participants also pointed to a better fit with domestic environ-
ments of Balloon in comparison with drones, as the latter "moves 
drastically in the air"(P23) and "may damage the indoor facilities" 
(P12). Other participants mentioned that robots on the ground 
may also get into obstacles and people (P15). All these quotes 
highlight the improved sense of safety of BalloonBot for close 
indoor interactions. 
• The user-centric functions contribute to the sense of safety. 
While we explained to participants the use of WoZ designs dur-
ing the interview, several users felt a sense of safety due to the 
robot’s demonstrated functions, especially for those presented by 
BalloonBot as housekeeper, companion, and navigator. They saw 
it as a helpful tool for "caring for the elderly, and on behalf of their 
children" (P21). Although safety is not explicitly mentioned in 
similar quotes, such an acceptance of BalloonBot is an important 
indicator since safety is one of the priorities for robots dealing 
with people of special groups, e.g., the elderly [7, 65, 67]. More 
specifically, the flying behavior presented by BalloonBot during 
its functioning helped express "a sense of kindness" (P09), another 
indicator of their perceived safety. Moreover, one participant 
implied that they value the less demanding social attributes of 
BalloonBot in comparison with humans, saying, "When I’m lonely, 
the robot won’t mind if I repeat myself; it always answers clearly, 
which helps me relax." (P28). 

By running the Spearman correlation test, we find no correlation 
between reported safety scores and robot familiarity (𝑝 = 0.2604). 
We only find a moderate negative correlation between safety and 
the second question in NARS, namely Q2.2 ("I find it difficult to 
communicate with the robot."), with 𝑝 = 0.002 and 𝑟𝑠 = −0.5175, 
implying that the communication is important for building a sense 
of safety. Indeed, we noticed that most participants here thought 
they could communicate well with the robot. 

5.1.2 BalloonBot’s Hardware Implementation Helped Reduce Per-
ceived Noise Levels. As shown in Figure 7 (b), the majority of par-
ticipants (27/33 participants) did not find BalloonBot’s operational 
noise to be annoying, with only a small proportion (6/33 partici-
pants) expressing annoyance. As our participants directly experi-
enced the noise levels of BalloonBot during the hands-on session, 
many of them compared such performances with those of other ro-
bot types, especially because the issue of noise has been a common 
concern [23, 53, 91]. Therein, a participant who has rich experiences 
using drones commented that "drones always make noise during use, 
and the balloon robot is more tolerable for me in a domestic setting" 
(P24). Furthermore, one participant described the "walking noise" 
by humanoid robots and "rolling noise" by typical surface robots as 
"uncomfortable," and by contrast, commented that "the balloon robot 
is a bit better because it floats to me" (P16). 

The quantitative analysis shows no significant correlation be-
tween perceived noisiness and robot familiarity, with p-values of 
0.9656. We find a negative correlation between perceived noisiness 
and Q2.2 of the NARS, with a Spearman’s correlation coefficient 
𝑟𝑠 = −0.3983 and 𝑝 = 0.0217, which implies that participants who 
found it more difficult to communicate with the robot were more 
likely to be disturbed by the noise of BalloonBot. 

5.1.3 BalloonBot’s Presented Non-Verbal Behaviors and Intelligence 
Enhanced Participants’ Sense of Empathic Alignment. We included 
two questions in the questionnaire to understand the possible em-
pathic alignment perceived by participants toward BalloonBot, i.e., 
Q3.3: "I’m able to understand the nonverbal expressions of Balloon-
Bot well, including its movement and actions" (ℎ𝑢𝑚𝑎𝑛 ← 𝑟𝑜𝑏𝑜𝑡 ) 
and Q3.4: "BalloonBot is able to understand the user’s needs, feel-
ings, and emotions" (ℎ𝑢𝑚𝑎𝑛 → 𝑟 𝑜𝑏𝑜𝑡 ). As shown in Figure 7 (c) 
and (d), 21/33 participants found a sense of mutual understanding 
and selected 4 or 5 for both two questions. Another 5 participants 
found it easier to understand the robot (selecting 4, agreed) than 
having the robot understand humans (selecting 3, neutral). Gener-
ally, participants found BalloonBot’s abundant uses of non-verbal 
behaviors, e.g., "ascent and descent during fitness support," "mov-
ing close slowly to comfort the user," and "approaching for touch," 
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as "supportive," "warm," and "emotional." In addition, the WoZ im-
plementation of BalloonBot’s multimodal intelligence also helped 
participants perceive BalloonBot’s keen sensitivity to human states. 
Specifically, we found: 

• Non-Verbal Behaviors as the Unique Interactive Channel of 
BalloonBot. The spatial maneuverability of aerial robots, a dis-
tinction against surface robots, has inspired many studies to look 
at how the flying paths [15, 31, 38] and even physical interactions 
of drones [59, 102] can be understood by users. Following up on 
this route, BalloonBot’s soft and touchable design further allowed 
us to design more diverse non-verbal behaviors and trigger novel 
user perceptions. P06 liked BalloonBot’s "circling around the user, 
posture, and moves" as if it were "alive." P14 thought that they 
could "feel it was approaching as emotional companionship when 
you are sad." Even more, P19 commented that "BalloonBot seemed 
to ask for petting," because it would "actively approach you and 
gently bump into you." Moreover, one participant made a compar-
ison with ChatGPT, highlighting that "I do have experiences with 
ChatGPT, but the embodied version demonstrated by BalloonBot is 
even better...language becomes even less important since this robot 
can act and touch you like an animal." 
• Natural Interactions enabled by WoZ Intelligence Created 
a Sense of Responsiveness. We implemented BalloonBot’s 
multimodal intelligence in our WoZ demos to deliver smooth 
communications and reactions to users’ needs. Our participants 
received these designs well, giving them a strong feeling of being 
understood. For instance, P11, P26, and P32 found BalloonBot’s 
"actively coming over and comforting actions upon user’s sadness" 
as strong indicators of its sensing capacities. In addition, partic-
ipants also valued BalloonBot’s demonstrated role of a fitness 
coach since it can "actively prompt the user to move, like reaching 
up or down to touch it" (P21) and "remind me, for example, not to 
arch my back" (P22) during the exercise. While LLMs are creat-
ing a surge of machine intelligence that can better understand 
users’ intentions and needs [24, 96], these findings showcase how 
BalloonBot could become a suitable platform. 

With Spearman’s correlation test, we find no correlation between 
reported ratings about the "ℎ𝑢𝑚𝑎𝑛 ← 𝑟𝑜𝑏𝑜𝑡 " alignment against 
familiarity (𝑝 = 0.7757). Whereas, we find a moderate negative 
correlation between such ratings and the attitude Q2.3: "I find it 
uncomfortable to communicate with a robot in front of others," with 
𝑝 = 0.014 and 𝑟𝑠 = −0.422; and also for the "ℎ𝑢𝑚𝑎𝑛 → 𝑟𝑜𝑏𝑜𝑡 " 
alignment, with 𝑝 = 0.017 and 𝑟𝑠 = −0.5248. Such correlations may 
imply that people willing to communicate openly with a robot may 
be better prepared to align with BalloonBot. 

5.1.4 Perceived Ease As an Outcome of BalloonBot’s Appealing Pres-
ence and Practical but Less-demanding Social Functions. As Figure 7 
(e) shows, the majority of participants (28/33 participants) reported 
feeling relaxed and comfortable after watching the demo and di-
rectly interacting with BalloonBot, selecting 4 or 5 on the scale. 
Many of them explained such perceptions as they found BalloonBot 
in the demo and the real world "novel," "interesting," "adorable," and 
"agile," and some proactively asked to touch or even hug the balloon 
during the hands-on session. Besides, 4/33 participants expressed 
neutrality, while only 1 participant (P23) disagreed and found the 

"moving speed of BalloonBot a bit slow" and preferred "a smaller 
size." In detail, we found: 

• Participants felt relaxed given BalloonBot’s attractive and 
friendly presence. BalloonBot’s "Baymax"-like appearance con-
tributed not only to participants’ sense of safety but also relax-
ation. They again made comparisons with other robots, saying, 
"interacting with BalloonBot is more relaxing than humanoid robots 
due to its cute appearance" (P28). One participant also found the 
presence of BalloonBot "part of the whole scene" and thus "doesn’t 
seem to have much of an effect on me" (P19), proposing a promising 
integration of such a robot into the various use cases. 
• BalloonBot’s less-demanding design contributes to partici-
pants’ sense of ease. Aside from its fresh presence, participants 
found BalloonBot less demanding in terms of social attributes 
compared with humans and dependence on environments com-
pared with other robots. For the former one, a representative 
comment is that "interactions between people are more complex 
because the others may have their own emotions and attitudes for 
me to care about" (P28). This is especially for introverted persons 
who find it overwhelming dealing with other people but not 
robots [97]. For the latter, one participant was well triggered by 
the use case of fitness coaching and commented that "I don’t want 
a bulky robot standing next to me while I’m panting during exercise 
in a small room...a balloon floating in the air would provide a much 
more relaxing experience" (P14). 

The Spearman test demonstrates that there is no correlation be-
tween the sense of ease and familiarity 𝑝 = 0.6924. Additionally, we 
find a negative relation between the perceived ease and two metrics 
of NARS questions, namely Q2.2 and Q2.3, with 𝑝 = 0.0498 and 
𝑟𝑠 = −0.3443, 𝑝 = 0.0067 and 𝑟𝑠 = −0.4624 respectively. These imply 
that participants who feel discomfort or have difficulty communi-
cating with the robot tend to rate the experiences they perceived 
from BalloonBot lower. 

5.1.5 Perceived Privacy as an Independent Topic is Affected by Mul-
tiple Factors. As shown in Figure 7 (f), 15/33 participants expressed 
little to no concern about privacy issues related to their experiences 
with BalloonBot, selecting 4 or 5 on the questionnaire. Therein, 
except for 6 participants who did not find the use of BalloonBot as-
sociated with any potential privacy issues, some participants found 
the debate on privacy is tricky nowadays since "mobile phone" and 
"wireless sensing, like Wi-Fi" that have a higher risk of privacy leak-
age are everywhere. At the same time, some chose "to trust the 
technician behind this product shall manage users’ privacy well" (P8). 
Moreover, the non-anthropomorphic form of BalloonBot helped 
lower the concern of one participant, as "the robot does not look 
like a human and seems not interested in my data" (P29). Nearly 
another half of the participants stayed neutral (n=7) or showed 
certain concerns about their privacy (n=11); notably, none of them 
found such discussions raised by the specific use of BalloonBot. 
Various reasons exist behind these concerns: 

• Privacy concerns about information leakage to malicious 
third parties. Among the 18 participants who stayed neutral 
or showed concerns, 9 of them described their concerns as "I 
am afraid of the illegal use of my data by intended persons and 
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Figure 8: Questionnaire results on participants’ expectations about BalloonBot’s functions. 

organizations" (P17) and "I am fine with BalloonBot’s own process-
ing of my data but do not wish such data get transmitted back to 
unknown places" (P02). In reaction, most participants reduced 
their concerns after describing successful techniques like visual 
abstraction and target removal [72]. This will inform Balloon-
Bot of the importance of actively applying privacy protection 
techniques in its future deployments. 
• The call for user autonomy in privacy protection. Several 
participants highlighted the importance of having full control 
over the robot’s behaviors and data, such as "adding a wake-sleep 
mode and noticeable indicator on whether it is watching" (P23) and 
"I prefer the data to be stored locally, making it difficult for others 
to access" (P25). These opinions align well with design guidelines 
that advocate for users’ full data control, e.g., the user autonomy 
over website cookies advocated by GDPR [1]. For BalloonBot, 
future versions could add lights to its balloon to indicate whether 
and what kinds of sensors are functioning, as seen in the practice 
for indicating air qualities [58], and allow users to switch on and 
off via language commands conveniently. 

5.2 Participant’s Expectations given the 
Functions Presented By BalloonBot (RQ2) 

As shown in Figure 8, participants generally found the demonstrated 
use cases of BalloonBot suitable, useful, and practical. Notably, 
regarding BalloonBot’s roles as "fitness coach" and "housekeeper," 
their positive ratings become even more aligned. Upon such ratings, 
we provide some informative insights from our follow-up interview 
about their exact expectations toward BalloonBot. 

5.2.1 BalloonBot as the Fitness Coach Could Improve by Provid-
ing Richer Contents. Participants liked the idea of using such a 
touchable flying robot as a fitness coach (n=28), and nearly all 
the participants found such a use case novel, unique, and effective 
(n=31). The only participant (P25) who expressed negative opinions 
therein explained that "not very interested, as I don’t usually enjoy 
fitness activities." In specific, they commented that "it can judge your 
posture accuracy from multiple angles" (P18), "You can get imme-
diate exercise guidance regardless of time and location" (P11), "the 

touch and language provide a sense of supervision and engagement" 
(P33), and "I think personal trainers are expensive, and sometimes 
they don’t fully meet personal needs" (P24). Additionally, the current 
demo has raised many insightful comments from participants on 
its future improvements. Some expected more professional and 
expert-like feedback, such as "whether the knees go over the toes 
during squats" (P23), and "I hope the robot’s feedback can be emo-
tionally rich, as this would maximize my motivation" (P22). There is 
already a trend, as researchers are improving machines to under-
stand people’s movements and respond with knowledge-enhanced 
languages [96]. There are also expectations about having more 
diverse BalloonBot-engaged exercises, e.g., "I feel like I could play 
table tennis with BalloonBot" (P21), and "BalloonBot could organize 
indoor games or simply walks, as a form of aerobic exercise" (P07). 

5.2.2 Integrating BalloonBot with Smart Home Systems Could En-
hance Its Functions as a More Comprehensive Housekeeper. Most 
participants found BalloonBot’s role as a housekeeper helpful in 
managing situations in their homes (n=26) and appeared to have 
obvious advantages over existing smart home systems (n=26). They 
were well motivated by the "challenging," "interesting," and "useful" 
case of finding a wandering cat, thus expected the robot to help 
"locate other stuff when they are busy" (P20), "find a moving child and 
return timely feedback to the parents" (P17), and necessarily "check 
the gas and other fatal signals" (P17). Still, one participant was con-
cerned, as the task could be demanding for the robot since "cats 
tend to hide. . . it will be tough for the robot to pull off" (P22). For 
the comparison against smart home systems, participants felt that 
BalloonBot’s spatial mobility is the key advantage since it could 
"reduce the number of cameras installed at home while allowing flexi-
ble switching of monitored areas" (P24). Thereon, many participants 
further reported an integration of BalloonBot into the smart home 
system, expected that "the BalloonBot could interact with, e.g., smart 
curtains, to automate their opening and closing, rather than simply 
informing me of their status" (P25, P33). 

5.2.3 BalloonBot as a Promising Emotional Companion Requires 
Certain Expertise. More diverted ratings were received for the use 
case of BalloonBot as an emotional companion. More than half of 
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the participants found such a use case helpful (n=22), while the rest 
stayed neutral (n=8) or expressed negative feelings about it (n=3). 
Participants who liked this idea generally found the presence and 
physical interactions demonstrated by BalloonBot "comforting" and 
forming "a tactile sensation of warmth," similar to "pets." However, 
the rest of the participants pointed to the fact that a robot like Bal-
loonBot "inherently lacks human-like vitality and is unable to provide 
emotional guidance through more expressive facial expressions and 
movements" (P07, P02), and "even humans can’t always console some-
one who’s upset" (P18). Participants expressed the expectation that 
a robot should provide professional feedback to better gain peo-
ple’s acceptance. As one participant noted, "Psychologists use certain 
strategies during conversations to achieve better intervention results" 
(P21). Specifically, the robot should "spend more time rather than 
quickly jumping to solutions" (P22). This could involve “adopting 
micro-expression detection and body language analysis to better 
understand the user’s needs” (P33). Actually, this echoes well with 
the practice of leveraging robots as emotional companions that 
explore techniques inspired by domain experts, such as storytelling 
[8, 86] or directly using expert knowledge for special groups [28]. 

5.2.4 Contexts Matter for BalloonBot’s Unique Role as the Navigator. 
Participants shared varied opinions on the BalloonBot’s demon-
strated use case as an indoor navigator. Therein, 25/33 participants 
found BalloonBot a good fit for large-scale indoor navigation, and 
5/33 participants showed opposite opinions. For the former, partic-
ipants generally valued BalloonBot’s "flexible mobility in guiding 
users without being obstructed" (P32), and thus "suitable for large 
public spaces" (P16, P25, P27, P33). For the latter, participants were 
concerned about BalloonBot’s potential technical limitations, e.g., 
"blocking the user’s path in a small lobby" (P7), and "struggling with 
precise navigation due to insufficient indoor positioning" (P9). While 
drones in this sense may provide similar functioning [13, 48], many 
participants shared their expectations that BalloonBot, as a unique 
navigator, shall merge well with the suitable context. Specifically, 
such a role could be necessarily valued better in the "museum," 
"library," and even "hospital," where "a quiet and safe navigator" 
(P25) is much needed. This participant especially illustrated such an 
expectation with a vivid diagram, as shown in Figure 9. In addition, 
similar to the proposal seen in [104], it can be well motivated to 
have such a navigator in the "mall," to fully leverage its "promi-
nent appearance for attracting guests" (P27), and "stand out to guide 
directions through the crowd" (P33). 

5.2.5 Some Common Expectations about BalloonBot: Personaliza-
tion and Visual Effects. Aside from the expectations participants 
provided according to our presented use cases, two pieces of com-
mon feedback emerged that could also inform BalloonBot’s future 
development. The first comes to the great interest expressed by our 
participants in making the robot customized. On the one hand, this 
stands for a customizable appearance, similar to the feedback seen 
in [35], concerning balloons "colors," "paintings," and even "shapes." 
On the other hand, several participants talked about personalized 
behavior, e.g., "to learn my habits and act on my behalf " (P18), and 
"wakes up upon hearing specific commands" (P17). Following the mo-
tivation behind projector-installed balloons for telepresence [89], 
and adding "eyes" to drones [55], many participants also mentioned 
their preference for visual effects for BalloonBot. This can be the 
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Figure 9: An illustration of using BalloonBot as a museum 
guide for interactive navigation by P25. 

projection "to display simple emotional expressions" (P18), or just 
"turn on the equipped lights when navigating at night" (P12). Here, 
we call for the participation of industry partners in such devel-
opment, since our current design choices were constrained by: i) 
payload limitations, i.e., 130g net buoyancy, given the balloon size 
and material, excluded conventional LED matrices and displays; 
and ii) cost barriers created by the latest practical techniques, i.e., 
the too-expensive micro-projectors [30]. 

6 DISCUSSION 
Here, we first discuss the novel understanding acquired via our ex-
ploration of a social balloon robot in relation to the previous works. 
Then, we outline the major challenges that should be addressed in 
developing such a robot. Finally, we discuss the limitations of this 
study and envision the next step. 

6.1 A Promising Platform that Balances Spatial 
Mobility, Safety, and Proximity 

Interactive payloads (e.g., robot arms [63, 73, 94, 103], touchscreens 
[20]) and the fit with specific use scenarios (e.g., the integration 
with toys for children [44, 45, 101]) are the fundamental motiva-
tions aside from technical maturity behind the dominant use of 
surface robots for the domestic context. However, surface robots 
face persistent criticism about their lack of tolerance to terrain 
and, most importantly, the missing opportunity in aerial space. 
Researchers continue developing terrain-adaptive systems, exem-
plified by: i) legged robots overcoming obstacles [32, 92]; and ii) 
self-reconfigurable climbers for vertical surfaces [43, 60]. Accord-
ingly, drones are still popular, given their agile and swift mobility 
in the air. To alleviate people’s concerns about its high-speed pro-
pellers, efforts are seen in building protectors [5, 59, 102] that allow 
physical interactions with drones. In such a sense, the robot with 
a balloon, namely BalloonBot in this study, may not stand out by 
merely overcoming these disadvantages. Instead, this study focuses 
on a buoyancy-driven platform balancing spatial mobility, safety, 
and proximity to understand people’s perceptions and expectations 
of such a new social robot. 
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We then contributed by implementing the first social balloon 
robot prototype (BalloonBot). Meanwhile, we analyzed participants’ 
(n=33) feedback upon observing a series of downstream use cases 
prepared with WoZ designs and hands-on explorations of the ro-
bot. Our participants found an improved sense of safety and ease 
given BalloonBot’s appearance and material. Some further made 
comparisons with their previous experiences with "metal" robots 
and drones that have "terrifying propellers," highlighting the prox-
imity achieved by an improved sense of safety toward BalloonBot. 
Although the ratings from most participants, together with our 
quantitative evaluations, pointed to the acceptance of the oper-
ational noise of BalloonBot as a major concern of social drones 
[23, 53, 91, 108], participants who are very sensitive to the sound 
could yet "hear the mechanical noise inside, which might be a bit 
annoying" (P18), and for certain cases, such noise may also distract 
the user when they are "trying to focus" (P13). In general, we believe 
that such issues could be rapidly addressed as hardware technology 
advances. Notably, the latest low-speed rotors we used in this work 
already produce significantly less noise than those employed in pre-
vious studies [70, 82]. Additionally, participants found BalloonBot’s 
demonstrated non-verbal behaviors (i.e., touch and moves) informa-
tive, which provided them with a sense of empathic alignment, an 
outcome that is less seen in previous work on social drones [13, 48]. 
Nevertheless, our experiment does not provide new insights into 
people’s sense of privacy but aligns with existing practices about 
using data anonymization strategies and securing users’ autonomy 
regarding their data. In short, findings from this work may open 
opportunities for such a new flying social robot in the near future. 

6.2 The Next Step: Toward an Interactive and 
Practical Companion 

Based on feedback from participants and our experiences collected 
in developing the prototype, we identified three key challenges 
hindering BalloonBot’s broader applications as a practical social 
robot. The first is about adding extra interactive channels, including 
i) visual elements, from displaying colors as seen in [58], to pro-
jections similar to telepresence systems demonstrated in balloon 
interfaces [89]; and ii) natural interactions, e.g., tactile feedback, 
gesture recognition, and natural communication. Nevertheless, in-
cluding extra devices poses a challenge to the balloon’s buoyancy, 
implying the need to develop lighter balloon materials and highly 
integrated electronics. The second is finding capable algorithms or 
software to fulfill the potential functions, as showcased by our WoZ 
use cases. While existing tools like PoseFormerV2 [110] for real-
time human pose estimation, Segment Anything Model 2 (SAM2)3 

for scene understanding, and Imentive AI4 for facial expression 
classification can be well adapted for enhancing BalloonBot’s ca-
pability, developing techniques for more stable flying control and 
multimodal sensing remains crucial for achieving full autonomy. Fi-
nally, infrastructure requirements present significant hurdles, such 
as i) sustainable helium supplies and ii) automated charging solu-
tions like those implemented in commercial vacuum robots [78]. 
Specifically, for BalloonBot’s autonomous operation, the neces-
sary additional hardware includes a motion sensor (e.g., MPU6050) 

3SAM2 by META AI, https://ai.meta.com/sam2/
4Imentive AI APIs, https://imentiv.ai/apis/ 

and positioning modules (VL53L01+PMW3901), with a total extra 
weight of nearly 20g. 

6.3 Limitations and Future Work 
Future works may look into resolving the following two limitations 
of the current study. First, our study was conducted in a controlled 
laboratory setting rather than in realistic environments like homes 
or public spaces. While simulation-based methods using VR [55], 
3D game engines [10, 64], and video prototypes [35] provide ini-
tial understanding given current technical constraints, longitudinal 
studies in the real world may create extra user experiences to un-
derstand sustained interaction patterns. Additionally, the current 
hardware prototype, with exposed electronics and unshielded pro-
pellers (identified as discomfort sources in the qualitative analysis 
above), necessitates iterative refinement. Though perfect hardware 
integration remains elusive, prioritizing safety-critical enhance-
ments like component encapsulation and airflow optimization could 
significantly improve user acceptance. 

7 CONCLUSION 
This paper presents our exploratory investigations of people’s per-
ceptions and expectations toward a novel social balloon robot, 
which provides safe and approachable interactions with spatial 
mobility. To this end, we implemented a balloon robot prototype, 
referred to as BalloonBot, which integrates essential interactive 
channels comprising seeing, listening, speaking, and aerial moving. 
Targeting the deployment of BalloonBot for daily uses, we proposed 
a series of downstream use cases, i.e., fitness coach, housekeeper, 
emotional companion, and indoor navigator, given its unique char-
acteristics and relevant topics in the literature, and created a video 
demo with a Wizard-of-Oz setup. We further conducted an ex-
ploratory lab study involving 33 diverse participants. By having 
the participants watch the demo and give a hand on the prototype, 
we collected informative feedback with questionnaires and semi-
structured interviews. Our analysis showed participants’ novel 
perceptions and expectations about BalloonBot; we additionally dis-
cussed the limitations and future development of the robot in terms 
of its hardware, software, and auxiliary infrastructures needed for 
its real-world deployments. All these findings generally contribute 
to the recognition of such a safe and approachable flying robot as a 
promising alternative for social functioning. 
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A The Web Interface 
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natural control of the robot as part of our Wizard-of-Oz experiment, 
which contains all the essential APIs that LLM-enabled agents could 
leverage in the future. Two control boards operating as servers con-
tinuously listen for commands sent from the computer client. The 
servers are designed to handle real-time commands by establish-
ing a connection through the IP address and interpreting the data 
sent from the client to control the movement of BalloonBot. Firstly, 
we offered toggles to open or close the camera and microphone 
manually, as needed. Then, we utilized the keyboard for directional 
control, incorporating several operation methods. To better align 
with the user’s natural operation, we implemented a long press 
for acceleration and release to stop. For the ascent operation, we 
utilized two buttons to discretely control acceleration and decel-
eration, allowing for more precise control of thrust requirements. 
We also reserved one button for braking. Moreover, the user can 
send speech either by typing or speaking directly. Additionally, the 
interface offers real-time feedback on the robot’s status, including 
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view and sounds, ensuring smooth interaction between the user 
and the system. 

B Questionnaire and Interview Questions 
The questionnaire is designed to assess key factors that influence 
participants’ perceptions and expectations toward BalloonBot, in-
cluding familiarity with robots, attitudes toward robots, percep-
tions of interaction, and expectations of its functions. Each section 
contains specific questions measured on a 5-point Likert scale, al-
lowing participants to rate their experiences and opinions, ranging 
from strongly disagreed to strongly agreed. After completing the 
questionnaire, we asked interview questions to gain deeper insight 
into their ratings. Follow-up questions were added when necessary 
to have their further thoughts and open comments on what they 
found important or interesting. For their perceptions of the interac-
tion presented by BalloonBot, i.e., the third section in Table 4, the 
interview questions include: 
• Safety, Empathic Alignment, Ease: i) You found BalloonBot 
provides you with a sense of {safety, empathic alignment, ease}; 
could you share with us more about this (for the rating > 3)? ii) 
You did not find BalloonBot provides you with a sense of {safety, 
empathic alignment, ease}; could you tell us more about this (for 
the rating < 3)? iii) How did you exactly preceive the presented 
{safety, empathic alignment, ease} of BalloonBot? And why (for 
the rating = 3)? 
• Noise (reversed for analysis): i) You found BalloonBot’s opera-
tional noise acceptable; could you share with us more about this 
(for the rating > 3)? ii) You found BalloonBot’s operational noise 
unpleasant; could you tell us more about this (for the rating < 3)? 
iii) How did you exactly find the operational noise of BalloonBot? 
And why (for the rating = 3)? 
• Privacy (reversed for analysis): i) You are not concerned about 
privacy issues given the presented use of BalloonBot; could you 
share with us more about this (for the rating > 3)? ii) You are 
concerned about privacy issues given the presented use of Bal-
loonBot; could you tell us more about this (for the rating < 3)? iii) 
How did you exactly find the privacy issue given the presented 
use of BalloonBot? And why (for the rating = 3)? 

Figure 10: We prepared a web user interface for the wiz-
ard’s real-time control of all the interactive channels of Bal-
loonBot, e.g., the video and sound captured by the robot are 
streamed back here. 

For their expectations about the functions that could be offered 
by BalloonBot, following the fourth section in Table 4, the interview 
questions include the following. Please note that for ‘housekeeper,’ 
we asked slightly different questions for its second questionnaire 
question about the comparison against smart home systems. 
• Fitness Coach, Housekeeper, Emotional Companion, In-
door Navigator: i) You found the presented use of BalloonBot 
as {fitness coach, housekeeper, emotional companion, indoor nav-
igator} practical; could you share with us more about this (for 
the rating > 3)? ii) You did not find the presented use of Balloon-
Bot as {fitness coach, housekeeper, emotional companion, indoor 
navigator} practical; could you tell us more about this (for the 
rating < 3)? iii) How did you exactly find the presented use of 
BalloonBot as {fitness coach, housekeeper, emotional companion, 
indoor navigator}? And why (for the rating = 3)? 
• Housekeeper: For the comparison against smart home systems, 
we asked: i) You found the presented use of BalloonBot as house-
keeper seemed better than smart home systems; could you share 
with us more about this (for the rating > 3)? ii) You found the 
presented use of BalloonBot as housekeeper seemed worse than 
smart home systems; could you tell us more about this (for the 
rating < 3)? iii) How did you exactly find the presented use of Bal-
loonBot as housekeeper in comparison with smart home systems? 
And why (for the rating = 3)? 
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Table 3: Table of Participants. The Age Group is Reported instead of Exact Numbers to Protect Participants’ Privacy. 

ID Gende Age ID Gende Age ID Gende Age 

P1 Female 50-59 P2 Female 50-59 P3 Male 30-39 
P4 Male 30-39 P5 Female 20-29 P6 Male 20-29 
P7 Male 50-59 P8 Female 30-39 P9 Male 20-29 
P10 Male 50-59 P11 Male 50-59 P12 Female 20-29 
P13 Female 30-39 P14 Female 40-49 P15 Male 30-39 
P16 Female 50-59 P17 Female 50-59 P18 Male 30-39 
P19 Male 20-29 P20 Male 50-59 P21 Male 50-59 
P22 Female 30-39 P23 Male 20-29 P24 Male 30-39 
P25 Female 20-29 P26 Male 20-29 P27 Female 30-39 
P28 Female 50-59 P29 Female 30-39 P30 Male 50-59 
P31 Female 50-59 P32 Female 30-39 P33 Female 20-29 

Table 4: Questionnaire Questions for Evaluating Participants’ Perceptions and Expectations about BalloonBot’s Presented 
Interaction and Functions 

Section Measurement Questionnaire Questions 

Familiarity 5-likert scale 
unknown → knowledgeable 
𝑁 ∈ {1, 2, 3, 4, 5} 

1. How familiar are you with using robots and 
your mastery of their functions? 

Attitudes toward Robots 5-likert scale 
disagree → agree 
𝑁 ∈ {1, 2, 3, 4, 5} 

1. I don’t like robots with an intelligence level 
that is too high. 
2. I can communicate easily with robots (re-
versed for analysis). 
3. Communicating with robots in front of others 
makes me uncomfortable. 
4. I am worried that robots will control society 
in the future. 

Perceptions about the Presented 
Interaction of BalloonBot 

5-likert scale 
disagree → agree 
𝑁 ∈ {1, 2, 3, 4, 5} 

1. BalloonBot gives me a sense of safety. 
2. BalloonBot produced noise that I found un-
pleasant. (reversed for analysis) 
3. I’m able to understand BalloonBot’s nonver-
bal expressions well, including movement and 
actions. 
4. BalloonBot is able to understand the user’s 
needs, feelings, and emotions. 
5. I feel at ease when watching interactions pre-
sented by BalloonBot. 
6. I’m concerned about my privacy given the 
use cases of BalloonBot. (reversed for analysis) 

Expectations about the Func-
tions of BalloonBot 

5-likert scale 
disagree → agree 
𝑁 ∈ {1, 2, 3, 4, 5} 

1. I like the idea of working out with BalloonBot. 
2. BalloonBot as a fitness coach looks novel, 
unique, and effective. 
3. BalloonBot could help me monitor various 
situations at home. 
4. The ability of BalloonBot could exceed that 
of existing smart home systems. 
5. The idea of using BalloonBot for emotional 
support is useful. 
6. The idea of using BalloonBot for navigation 
in large indoor spaces is practical. 
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