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Figure 1: InterQuest continuously updates and refines the user model through proactive and passive interactions. As users 
perform information-seeking tasks, interaction data on their preferences (e.g., interest and disinterest in specific search 
objects) is integrated into task-specific knowledge. From this task-specific knowledge, InterQuest dynamically constructs 
User-Centric knowledge—cross-task, persistent attributes about the user’s preferences across domains or scenarios (e.g., "cares 
about functionality details for all electronic products" ). The construction of User-Centric knowledge involves three primary 
types of uncertainties: cold-start uncertainty (U1), content accuracy uncertainty (U2), and scope applicability uncertainty (U3). 
To address these uncertainties, InterQuest proactively asks the user targeted questions and refines the user model according to 
their responses, thus aligning its user model with the user’s actual preferences. 

Abstract 
In online information-seeking tasks (e.g., for products and restau-
rants), users seek information that aligns with their individual 
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preferences to make informed decisions. However, existing systems 
often struggle to infer users’ implicit interests—unstated yet essen-
tial preference factors that directly impact decision quality. Our 
formative study reveals that User-Centric Knowledge—cross-task 
persistent preference attributes of users (e.g., “user cares about func-
tionality details for electronics”)—serves as a key indicator for re-
solving users’ implicit interests. However, constructing such knowl-
edge from task-specific data alone is insufficient due to three types 
of uncertainties—cold-start limitation, content accuracy, and scope 
applicability—which require user-provided information for knowl-
edge alignment. Based on these insights, we present InterQuest, an 
LLM-based conversational search agent that dynamically models 
user interests. InterQuest combines two strategies: (1) Dynamic 
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User Knowledge Modeling, which infers and adjusts the content 
and scope of User-Centric Knowledge, and (2) Uncertainty-Driven 
Questioning, where InterQuest proactively asks questions to resolve 
knowledge uncertainties. A user study with 18 participants demon-
strates that InterQuest outperforms the baselines in user interest 
inference, accuracy of user knowledge modeling, and the overall 
information-seeking experience. Additionally, our findings provide 
valuable design implications for improving mixed-initiative user 
modeling in future systems. 

CCS Concepts 
• Human-centered computing → Interactive systems and 
tools; • Information systems → Personalization. 
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1 INTRODUCTION 
Users often seek online information to make informed decisions, 
such as evaluating products, restaurants, or tour groups. Unlike 
fact-based searches, these tasks require users to collect and syn-
thesize multifaceted information to assess how well each option 
meets their personal preferences [40, 88, 101–103]. However, users 
typically process these decisions internally while browsing, lacking 
the experience to externalize their cognitive task models [46, 114]. 
This often leads to challenges when interacting with intelligent 
systems, as users may struggle to articulate their needs clearly or 
fully express their intentions [5, 6, 110]. As a result, only a portion 
of their information needs are explicitly expressed through search 
queries, while other interests remain implicit and unspoken. 

Current systems often fail to resolve these implicit interests 
[72, 76, 84, 112]. This issue arises because inferring implicit intents 
can lead to multiple interpretations with limited task context. For 
example, when a user searches for “help me find information about a 
mechanical keyboard,” one user may prioritize user reviews on deliv-
ery speed and product quality. At the same time, another may focus 
on functionality details like switch types or macro customization. 

Our formative study drew insights from how human wizards in-
fer users’ implicit information interests. We discovered that humans 
often incorporate User-Centric Knowledge—persistent, cross-task 
preference attributes (e.g., “the user cares about functionality details 
for all electronic products”)—to guide their reasoning. By leveraging 
such knowledge, humans can infer users’ information interests for 
a specific task (e.g., “the user may care about DPI sensitivity or pro-
grammable buttons for a certain gaming mouse”). Also, unlike static 
user profiles, this knowledge exhibits flexible and dynamic bound-
aries of applicability (referred to as “scope”). However, constructing 
such knowledge introduces three uncertainty types: (1) knowledge 

cold-start during the initiation phase, (2) content uncertainty in pref-
erence accuracy, and (3) scope uncertainty in preference applicability 
boundaries. Human wizards mitigate these through strategic ques-
tioning, demonstrating the need for knowledge alignment through 
user-provided information. 

Based on these insights, we propose an LLM-based conversa-
tional search system named InterQuest, which dynamically mod-
els user interests to infer users’ implicit information interests. In-
terQuest combines two key strategies: (1) Dynamic User Knowl-
edge Modeling, which dynamically derives and adjusts User-Centric 
Knowledge. In the interaction stage, it infers User-Centric Knowl-
edge from task-specific data and quantifies knowledge content and 
scope uncertainty. (2) Uncertainty-Driven Questioning, where 
InterQuest asks questions to resolve knowledge uncertainties and 
refine User-Centric Knowledge. InterQuest identifies uncertainties in 
relevant user knowledge during each task and prioritizes questions 
with the greatest potential to impact task outcomes. It then asks 
corresponding questions to align the target knowledge with the 
user’s actual preferences. 

To evaluate InterQuest’s effectiveness, we conducted a within-
subject study with 18 participants. The participants used Baseline 1 
(LLM as the recommender, rule-based QA), Baseline 2 (Dynamic User 
Knowledge Modeling, rule-based QA), and the InterQuest (Dynamic 
User Knowledge Modeling, Uncertainty-Driven Questioning) system 
to seek information for assigned task sets (products, restaurants, 
or tour groups). Results showed that InterQuest outperforms base-
line methods in user interest inference accuracy, subjective search 
results ratings, question answering experience, and User-Centric 
Knowledge modeling accuracy. Moreover, Dynamic User Knowledge 
Modeling and Uncertainty-Driven Questioning strategies both con-
tribute to InterQuest’s improved interest inference performance. 
We further discussed directions for effective granularity-aware user 
knowledge modeling and selecting the target knowledge for user 
alignment. 

The contributions of our research are as follows: 

• Through formative study, we identified the flexible scope 
structure of User-Centric Knowledge in information-seeking 
tasks. We also categorized the types of uncertainty that arise 
when constructing such knowledge from task-specific data. 

• We present InterQuest, an LLM-based conversational search 
agent that dynamically models user intent to infer implicit 
information needs. It integrates two key strategies: (1) Dy-
namic User Knowledge Modeling and (2) Uncertainty-Driven 
Questioning. 

• We validated InterQuest’s effectiveness through a user study 
with 18 participants and provided design implications to 
inform future approaches to mixed-initiative user modeling. 

2 RELATED WORK 
In this section, we review prior research concerning (1) online 
information-seeking task support, (2) user interest modeling in 
search systems, and (3) interactive user modeling methods, which 
are closely related to our study. 

https://doi.org/10.1145/3746059.3747753
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2.1 Online Information-seeking Tasks 
In online information-seeking, users rely on digital information 
such as reviews to evaluate how well each option meets their criteria 
[17]. These tasks not only involve processing a vast amount of 
messy information [73] but also impose a significant cognitive 
burden [7, 8, 22, 77]. Typically, users employ a two-stage process: 
(1) an initial screening of all options to determine that they are 
worthy of further consideration; (2) a detailed comparison of the 
selected options [30]. Recent research has provided support for 
both stages. 

Support for the first stage has primarily focused on recommender 
systems, which rank items based on predicted user interest and offer 
a personalized view of search results [2, 69]. Common strategies 
include incorporating implicit or explicit user feedback [36, 89, 95] 
and personalized query rewriting [13, 27, 31]. 

Support for the second stage is manifold. To minimize opera-
tional demands, the primary approach involves automatically col-
lecting or completing specific information elements [9, 10]. To 
reduce cognitive load, studies often provide machine-generated 
suggestions, summaries, ratings, or exploratory questions [41, 82, 
93, 118]. To alleviate difficulties in information management, ex-
isting work has developed innovative interactive interfaces that 
reorganize information or facilitate diverse data exploration meth-
ods [35, 39, 44, 49, 62, 63, 71, 93] . 

However, concerning the long-term learning of user interests, 
existing research primarily focuses on the first phase, such as rec-
ommender systems. The second stage, catering to the diverse per-
sonalized information needs of different users [9, 10], needs more 
support. Our work aims to understand users’ personalized informa-
tion acquisition habits during the second stage, enhancing search 
efficiency and decision quality. 

2.2 User Modeling In Search 
User modeling is central to search systems, with existing studies 
exploring various paradigms [79]. This work relates closely to two 
major directions: hierarchical user modeling and LLM-based natural 
language modeling. 

Hierarchical models have been widely adopted to capture multi-
granular user interests [79]. These methods enable real-time repre-
sentations at different abstraction levels, improving understanding 
of short- and long-term preferences [56, 99, 100, 107]. For example, 
HieRec [80] models interests across subtopics, topics, and user lev-
els; HUP [28] captures dynamic interest shifts through behavior 
types and micro-interactions; HUSTM [4] incorporates emotional 
cues. Such approaches offer more structured and fine-grained user 
representations. Meanwhile, the emergence of LLMs has driven 
a shift toward language-based user modeling [86, 92], typically 
following two paradigms: feature augmentation and generative 
modeling. Feature-based methods use LLMs to enhance traditional 
representations [25, 58], especially in domains like news [65, 104] 
and social media [115]. Generative approaches treat user behavior 
as input sequences and generate recommendations via prompts 
[60, 96]. Recent work further explores conversational recommen-
dation with LLMs, e.g., Chat-REC [24] encodes user profiles and 
interactions into language input to generate dialogue-based re-
sponses [24, 57]. These methods demonstrate LLMs’ effectiveness 

in capturing behavior semantics and enabling more context-aware 
modeling [25, 75, 105]. 

Despite progress, two key challenges remain. First, hierarchical 
models often lack interpretability and natural language expres-
siveness [28, 80], limiting alignment with user cognition. Second, 
most methods adopt fixed-layer structures: LLM-based models typ-
ically capture single-level semantics [24, 58], while hierarchical 
models predefine a limited number of semantic layers, struggling 
with dynamic user behaviors such as task switching or open-ended 
exploration [28, 79, 80]. 

To address these gaps, we propose a dynamic user modeling 
framework that integrates task behavior with user knowledge. Our 
approach extracts task-level knowledge from interactions while 
modeling cognitive-level user knowledge to simulate human un-
derstanding. Based on formative studies, we observe that users’ 
knowledge boundaries are dynamic and uncertain, leading to our 
design of a cognitive boundary management mechanism that adapts 
to users’ blind spots. 

2.3 Interactive User Modeling 
In interactive user modeling, many approaches rely on users manu-
ally reviewing and editing system-generated user profiles [74, 83]. 
For example, Radlinski et al. proposed constructing user profiles us-
ing natural language descriptions [83], while LACE represents user 
interests as a set of human-readable concepts that users can directly 
edit to influence recommendation outcomes [74]. Although such 
methods provide users with a certain degree of control, they require 
users to fully understand and manipulate the profile contents [26], 
resulting in high interaction costs and significant cognitive load. 
To reduce this burden, recent studies have explored more proac-
tive interaction paradigms where systems engage users through 
active questioning [18, 19, 34, 52, 53]. One typical approach is the 
User Preference Elicitation, which elicits user preferences through 
multi-turn question-answering [47], with representative methods 
such as UNICORN [19] and MCMIPL [116]. Another line of work 
focuses on Clarification Questioning, which identifies ambiguities 
in queries during search or QA and generates clarifying questions 
to refine user intent [12], as seen in systems like ClariQ [3] and 
UniPCQA [20]. Although these methods improve interaction effi-
ciency in specific tasks, most of them rely heavily on the current 
task context for question generation [3, 14, 20, 23, 54], lacking the 
ability to model users’ cognitive structures [50], and thus strug-
gle to support cross-task knowledge accumulation and long-term 
alignment [33, 97]. 

To address this limitation, we propose a proactive questioning 
framework targeting user cognitive gaps. Unlike conventional ap-
proaches focusing solely on task-specific details, our framework 
centers on users’ cognitive structures, enabling knowledge gen-
eralization and sustained modeling across tasks. It then performs 
targeted cognitive calibration to fill reasoning gaps with minimal 
user effort. 

3 FORMATIVE STUDY 
To inform the design of InterQuest, we conducted a formative study 
with 18 participants. The formative study comprised (1) a collab-
orative information-seeking experiment, which provided insights 
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into how human wizards infer users’ implicit information interests, 
and (2) a semi-structured interview to understand the strategies 
humans use in user interest inference and the challenges they face 
during the process. 

3.1 Setup 
3.1.1 Protocol. The formative study consisted of two parts: a two-
participant collaborative information-seeking experiment (30–50 
minutes) and a semi-structured interview for each participant (20 
minutes). 

In the collaborative information-seeking experiment, partici-
pants were randomly paired: one took on the wizard role, and the 
other took on the user role. We predefined three sets of tasks, each 
focusing on a different topic (product, restaurant, or tour group), 
with 12 search items per set. Each pair of participants was randomly 
assigned to one of these task sets. 

The user initially provided his or her information interests in 
the first six search items by filling in a questionnaire. The wizard’s 
task was to infer the user’s preferences for the 7th to 12th search 
items based on the earlier provided information. Throughout the 
process, the wizard was required to think aloud, articulating the 
reasoning behind their inferences. If the wizard was uncertain, they 
could ask the user questions for clarification, but the question could 
not directly reflect the inference result (e.g., “What information are 
you interested in for this item?”). At the end, the user evaluated the 
wizard’s inferences based on their actual preferences and provided 
feedback on any missing inferences. 

In the semi-structured interview, the wizard and the user were 
interviewed separately. The wizard was asked about their reasoning 
strategies, the information they found useful, the uncertainties 
they encountered during inference, and their strategies for actively 
seeking information from the user. Meanwhile, the user was asked 
about their overall experience with the task, their feelings toward 
the wizard’s active questioning, and their suggestions for improving 
the inference process. 

3.1.2 Participants. 18 participants (6 males and 12 females) were 
recruited via social media. Each participant had experience using 
mobile apps or computer websites to search for at least one of the 
following: products, restaurants, or tour groups. Their ages ranged 
from 19 to 35 (𝑀 = 23.78, 𝑆𝐷 = 4.08). All participants were either 
university students or held a bachelor’s degree. In the collaborative 
information-seeking experiment, participants were paired with 
strangers, ensuring no prior knowledge of each other’s preferences. 
Each participant received a compensation of $30 upon completion 
of the experiment. 

3.1.3 Analysis. The sessions were audio-recorded and transcribed 
for analysis. For the collaborative information-seeking experiment, 
three experienced HCI researchers qualitatively coded the transcript 
based on the following criteria: (1) the wizard’s reasoning chain 
during inference, including the historical information involved, 
the intermediate reasoning steps, the reasoning results, and the 
correctness of the results; (2) the questions asked by the wizard to 
the user, the basis for those questions, the reasoning effects after 
the questions, the types of uncertainty in the questions, and the 

format of the questions. Based on the above data, we report our 
findings. 

3.2 Findings 
3.2.1 Highly Personalized User Interest and User-Centric Knowl-
edge Driven Inference. Our collaborative information-seeking ex-
periment reveals that different participants exhibit significantly 
different information interests for the same task set. For example, 
for yogurt in the product task set, P2 focused on “ingredients, pro-
duction process, hygiene, flavor, and health,” while P6 focused on 
“logistics speed, packaging, user comments, and cost-effectiveness.” 
This aligns with prior observations that users may have completely 
different intentions for the same query [48, 81] . 

However, most participants reported difficulties in fully artic-
ulating their intentions in information-seeking tasks. We found 
that participants faced three main challenges: (1) initial ambiguity 
(4/9, P12: “At first, I might only think of some basic things... It’s only 
after seeing certain information that I make further associations.”); (2) 
difficulty in recalling comprehensive information (6/9, P10: “Some 
important points might not be the first thing I think of.”); and (3) 
challenges in language organization (5/9, P16: “When describing, I 
might use the same word to summarize several points of focus, which 
can lead to confusion.”). 

Despite these challenges, all 9 wizards agreed during the inter-
view that historical interest points can significantly help wizards 
infer users’ information interests for the current task. During in-
ference, different wizards may follow different reasoning chains. 
However, most reasoning chains contain sub-chains like “task-
specific knowledge → inferred User-Centric Knowledge → 
predicted information interest for the current task.” 

Task-specific knowledge refers to preferences specific to a certain 
search item (e.g., “P2 cares about intelligent monitoring metrics, screen 
resolution for a smartwatch”). User-Centric Knowledge, on the other 
hand, refers to persistent user preferences that span across tasks 
and domains (e.g., “P2 cares about functionality for electronics”). 

In actual practice, User-Centric Knowledge demonstrated a high 
degree of semantic richness, encompassing a wide range of concepts 
and details. It can be the user’s preference for low-level details, 
such as fine-grained information points. It can also include high-
level abstractions like general information dimensions. Additionally, 
users may struggle to distinguish between closely related concepts, 
indicating that knowledge boundaries are fluid and interconnected. 

Besides, in the experiments, User-Centric Knowledge may origi-
nate from either explicit user statements or implicit user concerns. 
For example, P5 deduced that: “The user cares about the seven-day 
unconditional return policy for headphones and pillows → The user 
may be concerned about the flexibility of return policies for all pur-
chased products”, reflecting explicit preference interpretation. On 
the other hand, P1 inferred: “The user pays attention to dark choco-
late ingredients, Greek yogurt food safety reports, and the shelf life 
of instant coffee → The user is likely highly concerned about food 
safety”, which indicates an implicit concern. 

3.2.2 Dynamic Scope Structure of User-Centric Knowledge. The 
coded transcripts revealed that the applicable scope of User-Centric 
Knowledge was highly flexible and varied across different contexts. 
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Table 1: Types of knowledge scope observed in formative 
study, with examples from product, restaurant and tour 
group domain. 

Global Category-Specific Attribute-Based 
all 

products 
daily necessities, 

electronics, furniture 
consumables, products 

that contact with the skin 
all 

restaurants 
seafood restaurants, 
cafes, casual dining 

restaurants serving raw 
food, budget restaurants 

all tour 
groups 

domestic tours, 
international tours 

tours more than a week, 
tours with many destinations 

Figure 2: Many previous classifications divide user knowl-
edge into a limited hierarchical structure. In contrast, our 
findings revealed that the structure of user knowledge is non-
hierarchical and fluid. The boundaries of different types of 
knowledge can partially overlap without a clear parent-child 
relationship. 

Rather than limiting User-Centric Knowledge to a single search 
item, wizards often generalized it to broader or more nuanced 
scopes. Specifically: 

• Global Scope: 9/9 wizards inferred user preferences that 
applied universally across all products, restaurants, or tour 
groups. For example, P13 inferred that “the user is interested 
in accommodations and transportation for all tour groups.” 

• Category-Specific Scope: 7/9 wizards identified user prefer-
ences within well-defined categories, such as electronic prod-
ucts (P1, P3), international tours (P13, P17), or seafood restau-
rants (P7). Here, we pre-collected common, well-defined cat-
egories from websites used in this study and used them as 
the basis for judgment. 

• Attribute-Based Scope: 9/9 wizards inferred preferences tied 
to specific attributes, such as items that come into contact 
with the skin (P3:“the user is concerned about whether the 
ingredients or materials of products that come into contact 
with the skin are safe”). 

Throughout the collaborative information-seeking process, wiz-
ards dynamically adjusted the scope of inferred knowledge based 
on task demands and contextual cues. Examples of different scope 
types in the experiments are summarized in Table 1. 

In addition, the formative study revealed user knowledge’s non-
hierarchical and non-discrete nature, which cannot be easily cate-
gorized into a finite tree-like structure, as shown in Figure 2. In the 
experimental data, we found that users often viewed categories as 
overlapping or fluid, with attributes that could not be neatly placed 
within a defined category. For instance, while “food” is clearly part 
of the product category, the user categorizes food by attributes 
like “cold chain” or “over $50” " which showcases a more nuanced 
understanding beyond simple hierarchical labels. This suggests 
that interactive systems need to accommodate the dynamic and 
context-sensitive nature rather than rely on static, hierarchical 
models. 

3.2.3 Uncertainties in Construction of User-Centric Knowledge and 
Active Learning Strategies. Three experts analyzed all the questions 
posted by the wizard to the user during the experiment, examined 
the uncertainties in each question, and identified three main types 
of uncertainty in the construction of User-Centric Knowledge: cold-
start uncertainty, content uncertainty, and scope uncertainty. 

In the initiation phase, wizards often encountered cold-start 
uncertainty. This primarily stemmed from two factors: insufficient 
historical sample data and lack of key context for reasoning (P5: 
“There haven’t been any products related to this, so I have to make an 
assumption”), and a lack of user preferences, which were difficult 
to capture systematically (P9: “Some users may not be willing to try 
certain things, and I can’t know this directly”). 

In the interaction phase, wizards faced content uncertainty and 
scope uncertainty. 

Content uncertainty occurred in three main situations: First, 
when sample data was insufficient, wizards doubted the accuracy of 
their reasoning (p17: “The sample size is too small, and the validity 
of the information is limited”). Second, there could be multiple valid 
reasoning paths (P11: “The user’s preference could be explained by 
either the dish’s uniqueness or its variety; both interpretations seem 
reasonable”). Lastly, ambiguities in user language affected the wiz-
ard’s reasoning (P5: “Sometimes users use vague terms like ’small 
area’; I can’t tell if they mean the keycap area or the entire keyboard 
area”). 

Scope uncertainty arose when the wizard was unsure whether 
the knowledge applied broadly from just a few examples (P3: “The 
user is concerned about the material of thermos cups and the filling 
of pillows, but I’m not sure if they would care about the material of 
keyboards”), or whether it could transfer to other categories (P11: 
“I’m not sure if the user’s concerns about Japanese cuisine are similar 
to those about Chinese restaurants”). 

In the interviews, all 18 participants agreed that active ques-
tioning effectively reduced the above uncertainties. 13 out of 18 
participants reported that closed-ended questions were generally 
more effective, although they valued the opportunity to provide 
additional details when these questions did not fully address their 
needs. Additionally, 12 out of 18 participants preferred indirect 
questions over direct ones as they allowed for more nuanced re-
sponses. 

All 9 participants playing the user role expressed openness to 
the frequency of questions during the task, believing it facilitated 
information expression and system understanding. During the cold-
start phase, participants were generally open to a higher frequency 
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Table 2: Three primary types of uncertainty during the construction of User-Centric Knowledge. 

Type Timing Definition Example Question 
Cold-start 
Uncertainty 

Initiation 
phase 

Insufficient data to make 
informed inferences 

“What attributes do you prioritize when 
purchasing a product?” 

Content 
Uncertainty 

Interaction 
phase 

Uncertainty about whether the user 
has the inferred preference 

“You care about the sugar content in yogurt, 
is it because you’re into fitness?” 

Scope 
Uncertainty 

Interaction 
phase 

Uncertainty about the boundaries 
of preference applicability 

“You mentioned caring about the reputation of 
electronics sellers; are you also interested in the 

reputation of sellers for daily essentials?” 

of questions. Some participants were comfortable with 10-15 ques-
tions (“If it’s a product, I could probably answer 10 to 15 questions”), 
while others were willing to accept more than 20 questions (“I could 
handle quite a few questions, around 20 or 30 without problem”). In 
addition to task history, users felt that demographic, behavioral, 
and cultural background information helped refine predictions. 

Privacy protection was also a key factor influencing user accep-
tance. Some participants indicated that they were willing to answer 
more questions if the system ensured the security of their personal 
data (“If they protect it well, I don’t mind answering any questions”). 
However, excessively detailed or personal questions could provoke 
resistance (“I can accept up to five questions, as long as they don’t 
involve personal privacy”). 

4 DESIGN AND IMPLEMENTATION OF 
INTERQUEST 

We present InterQuest, an LLM-based conversational search agent 
that dynamically models user interests to infer users’ implicit infor-
mation interests. In this section, we first outline the overall frame-
work of InterQuest. Subsequently, we discuss two key strategies 
employed by InterQuest: (1) Dynamic User Knowledge Modeling, 
which continuously infers and adjusts the content and scope of 
User-Centric Knowledge, and (2) Uncertainty-Driven Questioning, 
which proactively asks questions to resolve knowledge uncertain-
ties. 

4.1 InterQuest System Framework 

Figure 3: The overall framework of InterQuest system. 

We present the overall framework of InterQuest (see Figure 
3), which consists of four key components: the intent manager, 
executor, user model manager, and proactive question manager. 

The main workflow (shown by the black lines in Figure 3) helps 
users complete information-seeking tasks. The process begins when 
the user submits a search query, which is parsed by the intent man-
ager. The intent manager then infers implicit intents with support 
from the user model manager. The executor then carries out the 
information-seeking process. It automates web operations and ex-
tracts web data. At the end of the task, users can provide feedback 
to either search again or end the task. The user model manager also 
updates its knowledge storage based on the session’s interaction 
history. 

The framework also incorporates an Uncertainty-Driven Ques-
tioning process (indicated by the beige-gray lines in Figure 3). This 
process enables the system to proactively ask users questions based 
on knowledge uncertainty, thereby refining the knowledge in the 
user model manager. A detailed description of its design can be 
found in Section 4.3. 

4.2 Dynamic User Knowledge Modeling 
Dynamic User Knowledge Modeling aims to model User-Centric 
Knowledge—the cross-task persistent preference attributes of users. 
Our formative study reveals that the scope of User-Centric Knowl-
edge is highly flexible, non-hierarchical, and can adapt dynamically 
across tasks. Additionally, the construction of User-Centric Knowl-
edge inherently involves uncertainties. Based on these insights, we 
developed a dynamic, non-hierarchical user model for InterQuest. 

4.2.1 User-Centric Knowledge Inference. Inspired by recent studies 
on the emerging capabilities of LLMs in text-based user modeling 
[64, 85, 108], we developed a natural language-based user knowl-
edge representation for InterQuest. For User-Centric Knowledge, 
we record the content, scope, and the confidence associated with 
each of them. Additionally, interaction data from historical tasks is 
stored as task-specific knowledge. 

In the initiation stage, to address cold start issues, InterQuest 
prompts users to select the common search goals and answer a 
limited number of multiple-choice questions related to these goals 
(an example of which can be found in Appendix B). Based on their 
responses, InterQuest conducts an initial knowledge inference. 

In the interaction stage, new task data triggers an incremental 
update of User-Centric Knowledge. This process consists of two 
steps: 1) Updating existing knowledge. InterQuest matches the new 
task data to related existing User-Centric Knowledge. Confidence 
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Figure 4: The pipeline of Dynamic User Knowledge Modeling. InterQuest dynamically constructs User-Centric Knowledge 
from task data by (1) updating existing knowledge and (2) generating new insights. During the user interest inference phase, 
InterQuest retrieves both User-Centric Knowledge and task-specific knowledge to support LLM-based intent inference. 

is increased if the new task supports the content and scope of the 
existing knowledge. Otherwise, it determines whether to modify 
the content or scope based on other historical tasks. 2) Generating 
new knowledge. InterQuest uses semantic distance to identify tasks 
related to the new task data and infers new User-Centric Knowl-
edge. If the content of the new knowledge overlaps with existing 
knowledge beyond a certain threshold, it is adopted. In practice, 
we empirically set this threshold to 0.6. 

The analysis and inference process described above primarily re-
lies on LLMs, with some relevant prompts provided in the Appendix 
A.2 and A.4. 

4.2.2 Knowledge Confidence Measurement. This section describes 
the methods for measuring confidence of inferred content and scope 
within User-Centric Knowledge Inference. 

To evaluate the credibility of knowledge generated by black-box 
LLM APIs, we focus on estimating the confidence in the knowledge 
inference process at a cognitive level rather than relying solely 
on LLM token logits for generation probability. We adopt estab-
lished self-evaluation methods [11, 38], where LLMs generate their 
own confidence estimates through self-reflection. Additionally, we 
enhance this process by incorporating Chain-of-Thought (CoT) 
reasoning through a structured evaluation framework. 

The LLM reasoning chain for evaluating the confidence of the 
inferred knowledge content consists of the following steps: (1) 
Task coverage. InterQuest first identifies all relevant user tasks for 
the inferred knowledge content and calculates the coverage ratio: 
𝑐𝑜𝑣𝑒𝑟 𝑎𝑔𝑒 = 𝑇𝑚𝑎𝑡𝑐ℎ 

𝑇𝑡 𝑜𝑡 𝑎𝑙
. Here, 𝑇𝑚𝑎𝑡𝑐ℎ is the number of matched tasks,

and 𝑇𝑡𝑜𝑡𝑎𝑙 is the total number of tasks. (2) Evidence strength. Fol-
lowing methods used in [32, 68], InterQuest searches for relevant 
task evidence that can validate the inferred content. For each piece 
of evidence retrieved, its contribution to supporting the knowledge 

is assessed based on clarity, directness, and consistency. (3) Knowl-
edge specificity. InterQuest reflects on how specific the knowledge 
content is - whether it is targeted at a specific sub-domain or if it 
remains overly general. This ensures that claims are not too vague 
or broad. 

The LLM reasoning chain for measuring the confidence of in-
ferred knowledge scope includes: (1) Task coverage. Similar to the 
previous step, InterQuest identifies all tasks impacted or covered 
by the scope of the knowledge inference and calculates the cover-
age ratio. (2) Category consistency. It assesses whether the inferred 
knowledge remains consistent within a specific category, ensuring 
that it is not fragmented across unrelated domains. 

For the related prompts of the above reasoning process, see the 
Appendix A.3. 

Finally, we compute an integrated confidence score by calcu-
lating a weighted average of the factors involved (Task coverage, 
Evidence strength, Knowledge specificity for inferred content; Task 
coverage, Category consistency for inferred scope). Here, we em-
pirically set equal weights for each aspect. These weights can be 
adjusted in the future based on task-specific requirements or further 
empirical validation. 

4.2.3 Knowledge Retrieval for User’s Intent Inference. InterQuest 
retrieves relevant knowledge to infer the user’s intent by combining 
task-specific and User-Centric Knowledge. It first identifies tasks 
similar to the current one by measuring the semantic similarity 
between the textual sequences formed from the historical task data. 
Then, it uses LLMs to assess whether information from these tasks 
can be adapted for the current task. For User-Centric Knowledge, 
InterQuest checks if the knowledge scope includes the current 
search item. If this condition is met, the system evaluates whether 
content and scope confidence exceed a predefined threshold. If 
both conditions are met, the knowledge is considered relevant, 



UIST ’25, September 28–October 01, 2025, Busan, Republic of Korea Mei et al. 

trustworthy, and extracted for inference. In practice, we empirically 
set this threshold to 0.5. 

The retrieved knowledge is then leveraged to infer the user’s 
intent. Using LLMs, InterQuest processes the knowledge to derive 
specific interests related to the current search item. If the retrieved 
knowledge is insufficient, the system supplements the information 
with general user interests related to the search item to ensure an 
adequate number of inferred interests. In our user study, we fixed 
the number of inferred interests at eight for evaluation purposes. 
For the related prompts, see the Appendix A.1. 

4.3 Uncertainty-Driven Questioning 
Our formative study identifies three main types of uncertainty 
in the construction of User-Centric Knowledge: cold-start, content, 
and scope uncertainty. We draw insights from how human wiz-
ards proactively learn from users to clarify these uncertainties and 
propose the Uncertainty-Driven Questioning strategy. 

4.3.1 Candidate Selection and Target Selection. The Uncertainty-
Driven Questioning strategy has two primary objectives: (1) enhanc-
ing the accuracy of user intent inference in the current task by 
improving the effectiveness of knowledge retrieval and (2) refin-
ing User-Centric Knowledge to benefit future tasks utilizing this 
knowledge. 

Leveraging the concept of Shannon entropy [91], we designed 
an algorithm to identify which knowledge should be targeted for 
questioning. 

Let 𝐶scope represent the inference confidence of the knowledge 
scope, and 𝐶content represent the inference confidence of its content. 
Thus, the probability 𝑝 that the knowledge is valid for inference 
can be expressed as: 

𝑝 = 𝐶scope × 𝐶content 

Leveraging Shannon’s entropy, we quantify the uncertainty level 
of the knowledge as: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = −𝑝 log2 (𝑝 ) − (1 − 𝑝 ) log2 (1 − 𝑝 ) 
This entropy metric quantitatively determines whether specific 
knowledge should be targeted for intent inference. 

InterQuest first identifies candidate knowledge items that satisfy 
two conditions: 1) their scope encompasses the current search item, 
and 2) their knowledge content is adaptable to the current item. 
Subsequently, InterQuest selects the candidate with the highest 
entropy as the target for questioning. 

The rationale for target selection is further detailed as follows: 

• When 𝑝 = 0, 𝐸𝑛𝑡𝑟 𝑜𝑝𝑦 = 0, indicating complete certainty that 
the knowledge is invalid. Further questioning such knowl-
edge has minimal impact on inference outcomes, as it is 
unlikely to be utilized in intent inference. 

• Similarly, when 𝑝 = 1, 𝐸𝑛𝑡𝑟 𝑜𝑝𝑦 = 0, indicating the knowl-
edge is certainly valid; thus additional questioning provides 
limited incremental benefit. 

• When 𝑝 = 0.5, 𝐸𝑛𝑡𝑟 𝑜𝑝𝑦 = 1, indicating maximum uncer-
tainty regarding the validity of the knowledge. In this sce-
nario, questioning can significantly affect inference out-
comes, making it beneficial to target such knowledge. 

4.3.2 Question Generation. After selecting the target for question-
ing, InterQuest conducts a strategy analysis to identify the key 
uncertainties to address. Using LLM and COT reasoning, it assesses 
whether there is significant uncertainty in the content or scope 
of knowledge, which requires user confirmation. The questioning 
strategy here can be hybrid (addressing both content and scope). 
Besides, if fewer than two candidate knowledge items are found, 
this is considered a cold-start uncertainty. In this case, no target 
is selected. Instead, questions are generated to explore previously 
unexpressed user knowledge. 

InterQuest employs the LLM to generate fluent and natural ques-
tions directly based on the questioning strategy, rather than using 
predefined question templates. Drawing on insights from user in-
terviews in the formative study, InterQuest adopts closed-ended 
multiple-choice questions, allowing users to provide additional de-
tails. Furthermore, InterQuest presents the reasoning behind each 
question, enhancing explainability and supporting users to make 
informed judgments. The design of the generated questions is as 
follows: 

[Reasoning], [Question]? 
A. [Option], [you can provide additional details] 
B. [Option], [you can provide additional details] 

Figure 5: The pipeline of Uncertainty-Driven Questioning. InterQuest identifies relevant knowledge candidates, selects the 
one with the highest entropy as the questioning target, generates natural and contextually appropriate questions, and refines 
User-Centric Knowledge based on user feedback. 
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4.4 User Interaction Workflow 

Figure 6: A screenshot of InterQuest user interface during 
interaction. The main interface consists of a webpage and a 
sidebar. The webpage autonomously executes information-
seeking tasks, performing various RPA operations. The side-
bar is responsible for user interaction, such as capturing user 
intent (A), proactively asking questions (B), and presenting 
results to the user (C). 

The interaction with InterQuest (see Figure 6) follows a three-
stage process. First, the user initiates a task by entering a natural-
language-based query in the sidebar (e.g., “I want to buy a mechan-
ical keyboard that feels good”). This triggers the core interaction 
loop, where the system infers implicit user intent, identifies un-
certainties, and proactively asks clarifying questions to address 
identified uncertainties. Finally, the system presents results in a 
table and enables the user to perform subsequent actions, such as 
refining the search or concluding the task. 

4.5 Implementation 
InterQuest was implemented as a Chrome extension featuring a 
sidebar view. User knowledge was stored in a JSON file within the 
user model manager. For the AI model, we used GPT-4O with a 
temperature value of 0.5 for the proactive question manager and 
0.3 for other tasks. Additionally, we used OpenAI’s text-embedding-
3-small model to compute semantic similarity between texts. For 
RPA operations, we leveraged the built-in Chrome libraries to open 
target web pages in a tab, inject scripts, and locate specific elements 
in the HTML for interaction (e.g., clicking or inputting text). How-
ever, in the user evaluation phase, we pre-scraped all necessary 
webpage information and built a dedicated search database, ensur-
ing stability and not impacting the search results. A screenshot of 
InterQuest’s main user interface can be seen in Figure 6. 

5 USER EVALUATION 
We conducted a within-subject study to evaluate whether InterQuest 
supports personalized conversational search. We aimed to answer 
the following questions: 

RQ1. How does InterQuest enhance the information-seeking 
results? 

RQ2. How accurate is the Dynamic User Knowledge Modeling 
approach? 

RQ3. How effective and engaging is the Uncertainty-Driven Ques-
tioning process? 

5.1 Conditions 
5.1.1 Baseline Implementation. To evaluate the effectiveness of Dy-
namic User Knowledge Modeling and Uncertainty-Driven Questioning 
strategies proposed in this paper, we established two baseline con-
ditions: 

Baseline 1: LLM as recommender, Rule-driven LLM QA. In 
this condition, we use LLMs directly as recommenders. We con-
vert fixed task history into natural language inputs and obtain 
recommended interests directly from LLMs, which is a common 
approach employed by previous studies [16, 37, 61, 94, 96]. This 
approach only focuses on flattened task knowledge and lacks the 
Adaptive User-Centric Knowledge in our work. Besides, instead of 
Uncertainty-Driven Questioning, we employ a rule-based approach 
to select a question topic, a common practice in established meth-
ods [55, 109, 117]. An LLM then generates the final question to 
ensure it is contextually relevant and fluently phrased. This design 
isolates the impact of the topic selection mechanism (fixed rules 
vs. uncertainty-driven) from the question’s linguistic quality. The 
rules for topic selection are as follows: 

• Select a task set related to the current task (using semantic 
distance) and identify the top five most frequent interests. 

• Use LLMs to evaluate each interest to determine whether it 
is applicable to the current query. 

• If multiple interests meet the criteria from the previous step, 
randomly choose one to be the target for questioning. If no 
interest meets the criteria, proceed with the next set of the 
top five interests and repeat the evaluation process. 

Baseline 2: Dynamic User Knowledge Modeling, Rule-driven 
LLM QA. In this condition, we keep the Dynamic User Knowledge 
Modeling module in InterQuest. Besides, we apply the exact same 
Rule-driven LLM QA strategy as in Baseline 1. 

We compared two baseline conditions with InterQuest, respec-
tively. All other implementations were kept the same. The GPT-4o 
model was used for all implementations. 

5.1.2 Design Rationale for Evaluation. Our evaluation employs a 
controlled comparison design to isolate the contributions of In-
terQuest’s two core components: Dynamic User Knowledge Mod-
eling (referred to as “A”) and Uncertainty-Driven Questioning (re-
ferred to as “B”). As shown in Figure 7, comparing Baseline 2 to 
Baseline 1 measures the impact of component A, while comparing 
InterQuest to Baseline 2 measures the additional value of compo-
nent B. 

Notably, a condition testing B without A (e.g., A0 + B) is conceptu-
ally and architecturally impossible. This is because the questioning 
mechanism (B) requires the uncertainty scores produced by the 
dynamic user model (A) to function. In other words, component B 
cannot function without component A. 



UIST ’25, September 28–October 01, 2025, Busan, Republic of Korea Mei et al. 

Figure 7: An illustration of our evaluation design. 

5.2 Procedure 
We recruited 18 participants (7 males and 11 females) aged between 
20 and 55 (𝑀 = 26.39, 𝑆𝐷 = 10.07) in this study. These partici-
pants were recruited from social media. Each participant received 
a compensation of $30 upon completion of the experiment. 

The study followed a within-subjects design, where 18 partic-
ipants compared the performance of Baseline 1, Baseline 2, and 
InterQuest. 

Participants first received a 10-minute tutorial on the systems’ 
capabilities. Then they engaged in the information-seeking tasks. 
We predefined three sets of tasks, each focusing on a different topic 
(product, restaurant, or tour group), with six search items per set. 
Participants were randomly assigned to one task set. To avoid cold-
start issues, InterQuest prompts users to complete a quick survey 
containing 6 questions for information interest of items outside the 
task set. Participants used Baseline 1, Baseline 2, and InterQuest for 
each task to seek information. Participants answered the questions 
prompted by Baseline 1, Baseline 2, and InterQuest and reviewed 
eight information points (e.g., delivery speed, negative reviews) 
presented by each system. The order of the systems (Baseline 1, 
Baseline 2, and InterQuest) was randomized across participants. To 
compare the search results provided by three systems, participants 
were asked to evaluate the search results based on the following 
criteria (identified in a prior work [9]): 

• Confidence: “I feel confident in making decisions after read-
ing the results.” 

• Insightfulness: “The information is insightful, containing 
details that may be hard to find.” 

• Relevance: “The information is relevant to the current task 
and my preference.” 

Additionally, participants can choose to “reject” an information 
interest if they are not interested in it or find it unhelpful. 

After completing the information-seeking tasks, participants 
filled out the NASA-TLX scale for each system. They were then 
shown all the User-Centric Knowledge generated by Baseline 2 and 
InterQuest. They were asked to annotate whether the information 
matched their actual situation and provide reasons. 

Participants also rated their question-answering experience from 
the three systems. For each system, they rated the following state-
ment using 7-point Likert scales for agreement (1: Strongly disagree, 
7: Strongly agree): 

• “The communication felt natural, like speaking with a human, 
and was logically coherent.” The statement aimed to measure 
naturalness of dialogs, an aspect identified in [1, 66, 90]. 

• “The questions were related to the current conversation and 
user needs.” The statement aimed to measure relevance of 
questions, an aspect identified in [43, 78]. 

• “The questions helped the system make more effective information-
seeking results.” The statement aimed to measure perceived 
usefulness of questioning strategies, an aspect identified in 
[78, 87, 90]. 

• “I am willing to answer the system’s questions actively.” The 
statement aimed to measure willingness of users in inter-
action, an aspect identified in [43, 59]. 

• “The system’s questioning seemed clear and transparent, with 
understandable reasoning behind the questions.” The state-
ment aimed to measure transparency of questions, an as-
pect identified in [78]. 

Finally, a semi-structured interview was conducted, during which 
participants were encouraged to share their opinions on the effec-
tiveness and rationale of each system feature. 

6 RESULTS 

6.1 RQ1. How does InterQuest enhance the 
information seeking results? 

6.1.1 Objective and Subjective Measures for Information-seeking 
Results. To begin with, we examine the confidence, insightfulness, 
and relevance ratings of search results, respectively, as shown in 
Figure 10. Friedman test confirms the overall differences between 
3 conditions (𝑝 < 0.01 for all three measures). Post-hoc Wilcoxon 
signed-rank tests reveal that confidence, insightfulness, and rele-
vance ratings are significantly higher in InterQuest compared to 
Baseline 1 (𝑝 < 0.01 for all three measures) and Baseline 2 (𝑝 < 0.01 
for all three measures). Bonferroni correction was applied to adjust 
the p-values for multiple comparisons, and the reported results are 
based on these adjusted p-values. Similarly, a Bonferroni correction 
has been applied to all relevant comparisons in subsequent sections. 
During interviews, participants also pointed out that InterQuest 
can “better match the information they are looking for” (P7), “save 
time by eliminating the need for searching and filtering” (P18), “led 
them to consider details they might not have noticed on their own” 
(P5) and “offer more contextually relevant recommendations based on 
previous preferences” (P16, P18). 

Furthermore, we examine the user’s rejected information interest 
count (referred to as “rejection count”) and average time spent on 
decision making for a result table (referred to as “decision time”). 
Firstly, we analyze the rejected information interest count per task 
in Baseline 1 (𝑀 = 1.16, 𝑆𝐷 = 0.86), Baseline 2 (𝑀 = 0.74, 𝑆𝐷 = 
0.80), and InterQuest (𝑀 = 0.46, 𝑆𝐷 = 0.62). Friedman test confirms 
the overall differences between 3 conditions (𝑝 < 0.01). Wilcoxon 
signed-rank tests reveal that the rejection count for InterQuest was 
significantly lower than in Baseline 1 (𝑝 < 0.01) and Baseline 2 (𝑝 < 
0.05). It suggested that InterQuest may reduce information points 
that users are not interested in, thus enhancing user satisfaction. 

Regarding decision time, one-way repeated measures ANOVA 
confirms the overall differences between the three conditions (𝑝 < 
0.01). Post-hoc paired t-tests show that InterQuest and Baseline 
2 significantly reduced the decision time compared to Baseline 
1 (𝑡17 = 4.16, 𝑝 < 0.01 for InterQuest; 𝑡17 = 4.21, 𝑝 < 0.01 for 
Baseline 2). However, no significant differences are found between 
InterQuest (𝑀 = 45.12, 𝑆𝐷 = 20.76) and Baseline 2 (𝑀 = 46.16, 𝑆𝐷 = 
14.64). 
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Figure 8: Participants’ subjective ratings of search results in 
the evaluation study. 

Figure 9: Task performances in the evaluation study. 

6.1.2 Analysis of InterQuest’s Improved Interest Inference Perfor-
mance Compared to Baselines. Next, we select tasks from the log 
where the average subjective ratings of InterQuest’s search results 
are at least 2 points higher than that of Baseline 1 or Baseline 2. Ex-
perts are then asked to review the knowledge used by the inference, 
the inference prompt, and the results to identify why InterQuest 
performed better at user interest inference. In the end, we identify 
five main reasons, which cover all the cases experts labeled, as 
shown in Table 3. 

It can be observed that both Dynamic User Knowledge Modeling 
and Uncertainty-Driven Questioning strategies contributed to In-
terQuest’s improved interest inference performance. Compared to 
Baseline 2 (second figure in the “Annotation Counts” column), the 
Uncertainty-Driven Questioning strategy relies on past questions 
to inform the current task. This approach corresponds to the first 
two reasons in the table, based on whether the user’s response 
confirms or corrects the target user knowledge. Compared to Base-
line 1 (first figure in the “Annotation Counts” column), Dynamic 
User Knowledge Modeling relies on the explicit reasoning process of 
user knowledge, which helps uncover cross-task connections and 
prevent the transfer of unrelated interests. This corresponds to the 
third and fourth reasons in the table. This explicit reasoning ap-
proach is also reflected in works like Chain-of-Thought Prompting 
[98]. Here, user knowledge is treated as a node in the reasoning 
chain that can be confirmed by the user or reused by the system to 
improve the performance of user interest inference. 

6.2 RQ2. How accurate is the Dynamic User 
Knowledge Modeling? 

6.2.1 Participants’ Annotation Results for User-centric Knowledge. 
We further examine the accuracy of Dynamic User Knowledge Mod-
eling. According to participants’ annotations of User-Centric Knowl-
edge, we found that InterQuest’s average modeling accuracy is 
87.50% (𝑆 𝐷 = 0.02), whereas Baseline 2’s average accuracy is 57.63% 
(𝑆 𝐷 = 0.07), and Baseline 1 did not model User-Centric Knowledge. 
Pairwise t-tests indicate that InterQuest has a significantly higher 
modeling accuracy (𝑡17 = 4.22, 𝑝 < 0.01). 

We also analyze the annotations of User-Centric Knowledge that 
did not align with the actual situation of the participants. Experts 
analyze the transcripts of participants’ think-aloud reasoning and 
concluded the five main reasons for modeling inaccuracy, as shown 
in Table 4. 

Table 3: Reasons for InterQuest’s improved interest inference performance identified in our study. The first number in the 
“Annotation Counts” column shows tasks where InterQuest’s average subjective rating is at least 2 points higher than Baseline 
1, and the second number shows tasks where InterQuest outperforms Baseline 2 by the same margin. 

Reasons for InterQuest’s 
Improved Performance 

Annotation 
Counts Examples 

1 
QA confirmed certain knowledge relevant 
to the current task 

8, 11 
InterQuest confirmed the user’s interest in the “restaurant 
environment” across all restaurants, and provided this 
information for Thai restaurant, while Baseline 2 did not. 

2 
QA clarified that certain knowledge is out 
of scope, preventing the transfer of irrelevant 
information 

4, 4 
InterQuest clarified the user’s interest in “battery life” for 
“non-plug-in electronics” and did not recommend it for 
plug-in projectors, while Baseline 2 did. 

3 
Explicit reasoning about user knowledge 
helps to uncover cross-task connections, 
improving interest inference 

12, 0 
Based on past interest in “Tianjin Eye Ferris wheel” and 
“skiing experience”, InterQuest inferred the user’s interest 
in unique experiences during travel, but Baseline 1 did not. 

4 
Explicit reasoning about user knowledge 
helps to prevent the transfer of unrelated 
interests 

8, 0 
The user showed interest in “limited dishes” at buffets, and 
InterQuest did not transfer this information to Italian cuisine, 
while Baseline 1 made an incorrect transfer. 

5 
Higher-quality data from previous 
inferences, or the randomness of LLMs 6, 6 

InterQuest transferred the user’s past interests in “additional 
services” to the current task, while Baseline 1 failed to infer 
these interests in the past. 
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Compared to Baseline 2, InterQuest significantly improves the 
accuracy of modeling both knowledge content and scope. In terms 
of content, it notably reduces instances of inferring information 
that does not align with the user’s long-term preferences. This is 
likely because its proactive questioning enables identifying and 
removing incorrect inferences. 

For knowledge scope, InterQuest also significantly decreases 
issues, including overgeneralization, undergeneralization, and com-
pletely misplaced scopes. This improvement likely results from 
users correcting inaccurate inferences during the proactive ques-
tioning process, which helps refine and clarify the appropriate 
scope. 

6.3 RQ3. How effective and engaging is the 
Uncertainty-Driven Questioning process? 

6.3.1 Types of Uncertainty Resolved by InterQuest. We analyzed the 
questioning strategy employed by InterQuest. During the initiation 
phase, users are prompted to complete a brief survey consisting 
of six questions. As a result, only 3.70% of subsequent questions 
address cold-start uncertainties. In our experiments, cold-start un-
certainty occurs when fewer than two candidate knowledge items 
are found. Analysis of system logs indicates that in these cases, 
the existing knowledge either fails to cover the scope of the cur-
rent search item or cannot be applied to the search item due to its 
content. 

We further analyzed the strategies employed for other uncer-
tainties. It was found that 52.78% of the cases involved questions 
targeting scope uncertainty, while 16.67% targeted content uncer-
tainty. This distribution may be attributed to the limited number 
of tasks in the experiment, during which the responses from LLMs 
frequently exhibited reasoning patterns such as “the inferred knowl-
edge scope has a lower confidence level” or “the inferred knowledge 
scope is broader than the evidence provided by the search items.” 

Additionally, in 26.8% of the cases, a mixed strategy was em-
ployed, addressing both scope and content uncertainties simul-
taneously. In these cases, LLMs often reasoned with statements 
such as “the confidence levels for both content and scope are low, 
and neither has been confirmed.” These situations typically led to 

high-level questions combining both aspects, such as: “You are con-
cerned about food hygiene in buffet restaurants and disinfection in 
traditional Cantonese restaurants. Do you consider the hygiene of all 
types of restaurants?” (p9). 

6.3.2 Users’ Perception of Question-answering Experience. We ex-
amined participants’ ratings of their question-answering experience 
across five key dimensions: naturalness, relevance, perceived useful-
ness, willingness, and transparency (see Figure 10). Since Baseline 1 
and Baseline 2 adopted exactly the same questioning strategy, and 
their actual ratings were similar, we report the comparison results 
between InterQuest and Baseline 2 here. Wilcoxon signed-rank test 
reveals that InterQuest significantly outperformed Baseline 2 in nat-
uralness (𝑀 = 5.17, 𝑆𝐷 = 1.12 vs. 𝑀 = 3.61, 𝑆𝐷 = 1.34; 𝑝 < 0.01)and 
transparency (𝑀 = 5.56, 𝑆𝐷 = 0.90 vs. 𝑀 = 3.44, 𝑆𝐷 = 1.50; 
𝑝 < 0.01), demonstrating its potential in interactive user modeling. 

Naturalness. Participants consistently described the baseline’s 
rule-based questions as “rigid and machine-like.” In contrast, In-
terQuest’s Knowledge Uncertainty Resolution approach was seen 
as more dynamic and human-like, with some participants saying, 
“it felt like it was progressively getting to know me” (P10). However, 
this perception depended on the accuracy of inferences. For exam-
ple, P7 said, “when the system’s results were inaccurate, the sense of 
naturalness was diminished.” 

Transparency. InterQuest was rated significantly higher in 
transparency because it “revealed the reasoning behind the questions” 
(P8), which helped build user trust. Participants also suggested 
several ways to improve transparency further, such as showing 
concise reasoning directly, presenting reasoning chains (similar to 
DeepSeek), or allowing users to trigger explanations on demand. 

However, participant opinions were more mixed for relevance, 
perceived usefulness, and willingness. 

Relevance. Some participants preferred direct, task-specific 
questions that inferred concrete preferences, finding them more 
precise and adaptive. Others valued questions targeting overall 
preferences, believing they helped the system understand them 
better in the long run. 

Perceived Usefulness. Usefulness refers to helping the sys-
tem understand the user and supporting the current task. Most 

Table 4: Reasons identified in our study for constructing incorrect User-Centric Knowledge. InterQuest reduces the occurrence 
of all five categories of incorrect knowledge compared to Baseline 2. 

Type Baseline 2 InterQuest Example 

Inaccurate content expression 2 1 (50.0% ↓) The user cares about the product’s performance and parameters. → The 
user focuses only on performance, not on parameters. 

Content that is not user’s 
long-term preference 

13 3 (76.9% ↓) The user cares about the capacity of daily necessities. → Capacity is a 
specific user preference for thermos cups, not a long-term preference. 

Overly generalized scope 15 8 (46.7% ↓) The user cares about the shopping arrangements of all travel groups. → 
The user only cares about shopping arrangements for overseas travel. 

Lack of generalized scope 26 6 (76.9% ↓) The user cares about the hygiene of fast food restaurants. → The user is 
concerned with the hygiene of all restaurants. 

Completely misplaced scope 5 0 (100% ↓) 
The user cares about the number of participants in domestic tour groups. 
→ The user focuses on the number of participants in shared small tour-
groups, regardless of domestic or international. 
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participants agreed that InterQuest better supported user under-
standing than baselines. However, opinions were split regarding 
task support. While system evaluations showed InterQuest’s strate-
gies were effective in user modeling and interest inference, some 
participants felt the baseline’s direct questions were more help-
ful for immediate tasks. Others appreciated InterQuest’s focus on 
long-term preference correction, which they believed would lead 
to smarter recommendations. Besides, some participants suggested 
combining both approaches - asking about immediate task details 
and long-term preferences. 

Willingness. Participants found the current frequency and for-
mat of questions acceptable for both systems, resulting in a high 
willingness to answer (𝑀 = 5.72, 𝑆 𝐷 = 1.04 vs. 𝑀 = 5.78, 𝑆 𝐷 = 0.92). 
They also agreed, “If the questions are useful, or are seen as contribut-
ing to the system’s long-term understanding of me, I don’t mind it 
asking more questions” (P17). 

Figure 10: Participants’ subjective ratings of their question-
answering experience across five key dimensions: natural-
ness, relevance, perceived usefulness, willingness, and trans-
parency. 

6.3.3 Question Frequency and User Burden. In the user studies,
participants spent an average of 9.60% of their time on Uncertainty-
Driven Questioning using InterQuest (𝑆𝐷 = 0.004). Across all posed
questions, users chose to provide additional details in 32.41% of
cases, with an average response length of 29.63 characters (𝑆 𝐷 =
12.59), indicating their willingness to elaborate when necessary.
Most participants (16/18) found the question frequency acceptable
and not disruptive, with 6 participants even expressing a preference
for more frequent questions (P18: “If answering questions truly helps
with the task, I’d be fine with answering more.”). However, some
participants preferred to provide more personal information upfront
to complete their user profile at the start (P1, P11, P12), while
others suggested that the frequency of questions be reduced as they
became more familiar with the system (P10, P13). 

Participants were also asked to identify situations where they
might avoid answering questions. The main reasons included: 

 

 
 
 
 
 
 
 
 
 
 
 

 

• Privacy concerns. (12/18) 
• Complexity or time consumption. (14/18) 
• Lack of clarity regarding the system’s intent. (13/18) 

• Perceived irrelevance to the task. (13/18) 
• Personal circumstances (e.g., being in a hurry). (13/18) 

In such cases, participants recommended that the system provide 
an option to skip questions, thus prioritizing task efficiency over 
performance. 

Additionally, participants noted that responding to the system’s 
questions often helped clarify or refine their search intent. For 
instance, P2 remarked, “I hadn’t considered some needs, such as er-
gonomic chairs, until interacting with the system.” P13 stated, “The 
questions helped me view my needs from different perspectives, lead-
ing to a more informed decision.” Several participants suggested 
that the system ask more task-specific questions to improve its 
recommendations (P1: “Focus on task details to offer more relevant 
suggestions based on the user’s specific needs in different contexts.”). 
Furthermore, they recommended that the system address potential 
conflicts in user preferences, such as “prioritizing between beautiful 
landscapes and food while traveling” (P3), rather than only asking 
standard questions. 

7 DISCUSSION 

7.1 Design Implications 
7.1.1 Granularity of Knowledge Modeling. Determining the appro-
priate granularity for modeling user profile knowledge is a critical 
challenge in designing personalized systems. Previous studies have 
explored extracting high-level user knowledge using LLMs [15], 
describing user’s interests more similar to how a human would com-
pare to embeddings or textual interaction histories. Additionally, 
hierarchical models have been proposed to capture user interests 
across different granularities of items or categories [28, 70, 80]. 

Our work identifies through a formative study that the knowl-
edge granularity should be personalized for individual users. Fixed-
structured topic trees or ontology-based hierarchical models may 
overlook dynamic user traits that do not fit into categories rep-
resentable by the system or fail to capture the details of user in-
terests at different levels [4, 42, 45]. Therefore, we propose using 
natural language to represent the scope of personalized user knowl-
edge while dynamically adjusting knowledge granularity based 
on real-time user data. Moreover, InterQuest integrates multiple 
granularities of knowledge during inference. 

User studies demonstrate that InterQuest significantly improves 
interest inference accuracy, facilitates more natural query inter-
actions, and generates more precise user profiles. These results 
confirm the effectiveness of adopting a dynamic, multi-granularity 
knowledge modeling strategy. 

Based on our findings, we propose the following design princi-
ples for effective granularity-aware user knowledge modeling: 

Analyze the user knowledge involved in the reasoning 
chain of the task to design knowledge granularity accord-
ingly. In our approach, User-Centric Knowledge inferred by In-
terQuest is actually a part of the reasoning chain that humans 
would follow for the same task (task-specific knowledge → in-
ferred User-Centric Knowledge → predicted information interest 
for the task). User studies show that explicitly reasoning about 
user knowledge uncovers cross-task connections and prevents the 
transfer of irrelevant interests, thus enhancing interest inference 
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accuracy (see Table 3). Therefore, explicitly representing and mod-
eling certain types of knowledge in the common reasoning chain 
of the task could be beneficial for task inference performance. For 
example, tasks requiring persistent preference reasoning should 
model some knowledge at a cross-task granularity, while context-
sensitive applications might need fine-grained knowledge. Future 
knowledge granularity designs can consider the characteristics of 
the task’s reasoning chain to determine the appropriate granularity. 

Dynamically adjust knowledge granularity during the in-
teraction phase based on real-time user data. By analyzing 
log data, we found that the LLM’s understanding of the bound-
aries of knowledge adjusts as task data increases. Thus, we need 
to perform incremental reasoning on knowledge boundaries peri-
odically. Pre-trained machine learning models cannot achieve this 
effectively due to their limitations in adapting to evolving data. 
In InterQuest, we address this issue by implementing LLM-based 
natural language modeling. Additionally, more AI tools capable 
of incremental modeling will be needed in the future. We also ob-
served in experiments that LLM-based models often produce either 
overly broad or insufficiently detailed knowledge scopes (see Table 
4). This occurs because, without sufficient information, accurate 
reasoning becomes difficult for both machines and humans. To 
address this, we design principles to evaluate knowledge scope con-
fidence, ensuring that only knowledge with sufficient confidence is 
retrieved during inference, which enhances system performance. 

Combine multiple granularities of knowledge for collab-
orative inference while being mindful of the limitations of 
knowledge transfer. Integrating both high-level and task-specific 
knowledge ensures a well-rounded understanding of the user, uti-
lizing both general insights and fine-grained behavioral patterns. 
However, knowledge must be carefully evaluated for its potential 
for cross-task or cross-domain transfer. For example, during In-
terQuest’s implementation, we found that knowledge retrieved 
from similar tasks sometimes led to irrelevant information during 
inference (e.g., user interest in limited-time dishes in a buffet may 
not transfer well to an Italian restaurant). Therefore, we added 
a step to filter only adaptable task data for each inference. Addi-
tionally, more mechanisms will be needed in the future to assess 
the transferability of user knowledge and avoid interference from 
irrelevant information. 

7.1.2 Selecting the Target Knowledge for User Alignment. Abstract-
ing low-level knowledge into high-level knowledge inherently in-
volves uncertainty. Human-machine interaction systems typically 
handle this through multiple trials or by seeking external confir-
mation. In human-machine collaboration, external confirmation 
reduces trial-and-error iterations but increases user effort. 

To address this, InterQuest prioritizes aligning knowledge that 
is both relevant to the task at hand and carries the highest entropy. 
This ensures that each query has the potential to affect the infer-
ence outcome significantly. Our evaluation results show that this 
approach improves interest inference performance compared to 
baseline systems. 

Based on our findings and prior work, we propose design princi-
ples for selecting the target knowledge for user alignment: 

Instead of selecting the least confident knowledge for 
querying, prioritize questions with the greatest potential to 

impact task outcomes. In machine learning, an intuitive approach 
aligns with the least confident knowledge to maximize learning 
efficiency [21]. However, we argue that this may not be the op-
timal strategy for selecting target knowledge in real-world LLM 
applications. This is because users are likely to “reject” knowledge 
with extremely low confidence, making additional questioning of-
fer limited benefits. In contrast, InterQuest selects the candidate 
with the highest entropy, maximizing the potential impact of the 
user’s response on the task outcome. In the context of our task, we 
address a decision problem: “whether specific knowledge should 
be targeted for intent inference,” and calculate the entropy based 
on the confidence of the knowledge candidates. 

This concept can also be extended to other tasks. By model-
ing an uncertain step in the reasoning process as a decision 
problem, the system can quantify the entropy based on the 
probabilities, thus selecting the candidate with the highest 
entropy. In this case, the decision problem refers to a question in 
a formal system that is answered with “yes” or “no.” In practice, 
the number of questions is limited to avoid disrupting the user. 
We believe that this approach can enhance the effectiveness of 
questioning in such scenarios, significantly influencing inference 
outcomes. 

7.1.3 Practical Applications of InterQuest. InterQuest complements 
modern search engines, which often rely on powerful but static 
user models. Our work addresses key scenarios where these sys-
tems can fall short. First, InterQuest handles dynamic user contexts. 
A user’s search intent can shift abruptly with their current role, 
such as a mother shopping for office supplies. In such cases, static 
profiles often fail. InterQuest redefines user preferences as dynamic, 
context-aware profiles. This allows the system to adapt to a user’s 
multifaceted identities (e.g., “work self” vs. “leisure self”) and better 
meet their immediate information needs. Second, InterQuest dis-
ambiguates uncertainty in user profiles. Profiles built from passive 
signals are inherently uncertain and require resolution. Our system 
addresses this with a proactive dialogue, reframing the user experi-
ence from “being tracked” to “being understood.” Furthermore, it 
offers a generalizable methodology for selecting which knowledge 
to query. This technique can be adopted by any search engine to 
improve its dialogue efficiency and personalization accuracy. 

7.2 Privacy Considerations 
Our research involved eliciting users’ personal information pref-
erences for products, restaurants, or tour groups. To address the 
associated privacy concerns, we implemented several protective 
measures. First, user data is stored in a JSON file within the local 
storage of our Chrome extension. Second, no personally identifiable 
information (PII) is used in API calls for inference. Third, sensitive 
questions (e.g., income, health status) are excluded from proactive 
queries. 

In the user study, all 18 participants reported that the current sys-
tem’s questions did not pose privacy risks. However, if the system 
gradually builds an interest profile, participants expressed concerns 
about the following risks: 

• Data breach (10/18): Unauthorized access to my responses. 
• Excessive inference (5/18): The system infers sensitive at-
tributes I wish to keep private (e.g., income, health status). 
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• Permanent retention (11/18): My historical responses are 
stored indefinitely and cannot be deleted. 

• Manipulation risk (13/18): Subtle inducements based on my 
profile (e.g., content recommendations reinforcing my infor-
mation bubble). 

To mitigate these privacy risks, future research should focus 
on the local processing of sensitive data [113], such as utilizing 
local language models [67, 106, 111]. Additionally, research should 
explore methods to give users greater control over their data and 
improve transparency and consent management [29, 51]. 

7.3 Limitations and Future Work 
We acknowledge that the insights gathered from our formative 
study are influenced by the wizards’ backgrounds—all of whom 
were current university students or held a bachelor’s degree. Future 
work should also involve domain experts to mitigate potential bias 
and expand insight diversity. 

InterQuest primarily relies on interaction data for user model-
ing, lacking monitoring of certain user behaviors such as mouse 
hover actions or gaze behavior. This decision is based on the suffi-
ciency of existing data to demonstrate the effectiveness of our user 
modeling methodology. Besides, the compatibility of our proposed 
user modeling framework allows for the seamless integration of 
such data without system modifications. Additionally, future work 
should explore the trade-offs between implicit preference inference, 
as used in our system, and explicit methods that allow users to 
directly refine their queries. 

InterQuest currently supports limited interaction modes. This is 
because our research focuses on user knowledge acquisition and 
task personalization rather than optimizing the information explo-
ration interface. Future versions could enhance the user experience 
by incorporating features like personalized information summaries 
or interactive windows during web browsing. 

The system’s support for multi-modal information is also limited. 
Currently, users primarily input search intents in text form, and 
search results are mostly text-based, with some images. Future 
developments should enable multi-modal intent expressions (e.g., 
voice, images) and enrich search results with diverse media types, 
including videos. 

While the Uncertainty-Driven Questioning strategy effectively 
enhances information-seeking results, it also introduces additional 
interaction costs. InterQuest mitigates these costs by 1) employing 
the form of multiple-choice questions while also allowing users 
to provide additional details; 2) limiting the number of questions 
to those both relevant to the current task and carry the highest 
entropy; 3) carefully designing question timing based on user inter-
view results; 4) providing the option to not respond to questions. 
Future enhancements could include functions such as voice-to-text 
technologies to reduce interaction costs further. Additionally, in-
vestigating adaptive questioning strategies that adjust frequency 
over time could help mitigate potential user fatigue in long-term 
interactions. 

Finally, our evaluation was constrained by the architectural de-
pendency between our core components. As detailed in our study 

design (Section 5.1.2), the Uncertainty-Driven Questioning (B) fun-
damentally relies on the uncertainty scores produced by the Dy-
namic User Knowledge Modeling (A). This dependency prevented 
a completely isolated evaluation of component B. Therefore, a key 
area for future work is to design studies to more deeply analyze 
the interaction effects between these two components and better 
understand their synergy. 

8 CONCLUSION 
This paper introduces InterQuest, a conversational search agent de-
signed to improve online information-seeking tasks by dynamically 
modeling user interests. InterQuest leverages User-Centric Knowl-
edge to infer implicit user preferences. Also, it identifies key uncer-
tainties in the construction of User-Centric Knowledge: cold-start, 
content, and scope uncertainty. Therefore, InterQuest employs two 
strategies: (1) Dynamic User Knowledge Modeling, which updates 
and refines user preferences over time, and (2) Uncertainty-Driven 
Questioning, which proactively resolves knowledge uncertainties 
through targeted questions. 

A user study with 18 participants shows that InterQuest out-
performs baseline systems in interest inference, knowledge mod-
eling, and overall information-seeking experience. Based on our 
findings, we summarized design principles regarding the effective 
granularity-aware user knowledge modeling and selecting the tar-
get knowledge for user alignment. Our findings provide valuable 
insights for developing mixed-initiative user modeling in future 
systems. 
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A Prompts Used in InterQuest 
This section presents a subset of the prompts used in InterQuest. 

A.1 Infer Information Interest Based on User 
Knowledge 

You are an AI assistant that infers user interests based on the user’s 
current search task, user profile, and historical search tasks. The 
user is currently searching for an object #SearchObject# related to 
the goal #SearchGoal#. Your task is to analyze the user’s profile 
(#UserProfileHistory#) and historical search tasks (#UserInterac-
tionHistory#) to infer new interests likely to be relevant to this 
search. Rules for Inference: 

(1) Avoid Common Concerns: Ensure that the inferred interests 
are specific and not overly general. 

(2) Ensure the Number of Interests Matches the #NumberOfIn-
terestsToInfer# Request. If the user profile and history pro-
vide enough information, extract relevant interests and adapt 
them to the current SearchObject. If the available data is in-
sufficient, infer logically plausible additional interests based 
on general user behavior for the category. If necessary, refer-
ence common concerns for similar search items but ensure 
they are not generic. 

(3) Remember, the inferred interests must be applicable to #SearchOb-
ject#. So do not consider information points from UserInter-
actionHistory that are not applicable to #SearchObject#. 

(4) Maintain Logical Consistency: The inferred interests should 
align with the user’s history and profile. 

(5) Avoid duplicating similar interests. Ensure all inferred inter-
ests provide unique value. 

(6) Avoid Confliction: Do not infer interests that are included in 
#AlreadyConfirmedInterests# and #AlreadyConfirmedDisIn-
terests#. 

Your response must be in JSON format and strictly follow this 
format: ["Interest 1", "Interest 2", "Interest 3", . . . ] 
Example 1 

User Input: 

SearchObject: BedSheet 
SearchGoal: product 
UserProfileHistory: {"knowledge": "Focus on mate-
rial", "scope": "Skin-friendly products", "confidence": 
0.8}, {"knowledge": "Focus on whether there is odor", 
"scope": "Textiles, daily necessities", "confidence": 0.7}, 
{"knowledge": "Focus on user reviews", "scope": "All 
products", "confidence": 1}, {"knowledge": "Focus on 
specifications", "scope": "All products", "confidence": 
0.6}, {"knowledge": "Focus on safety and hygiene", 
"scope": "Daily use products", "confidence": 0.7} 
UserInteractionHistory: {"timestamp": 1, "query": "Pil-
low", "goal": "product", "searchObject": "Pillow", "inter-
estList": "Size, skin feel, rebound, height, color fading", 
"disInterestList": "Usage amount, brand reputation, ap-
pearance"} 
NumberOfInterestsToInfer: 8 

Assistant Response: 

["Fabric material", "Odor presence", "User reviews", 
"Size specifications", "Skin feel", "Color fading", "Qual-
ity", "Safety and hygiene"] 

Example 2 
User Input: 

SearchObject: #Big Sophora Roast Meat Restaurant# 
SearchGoal: #restaurant# 
UserProfileHistory: {"knowledge": "Focus on special 
services", "scope": "All restaurants", "confidence": 0.8}, 
{"knowledge": "Focus on waiting times", "scope": "Main-
stream restaurants", "confidence": 0.6}, {"knowledge": 
"Focus on meat freshness and origin", "scope": "Meat-
based restaurants", "confidence": 0.7}, {"knowledge": 
"Focus on self-service condiment stations", "scope": 
"Semi-self-service restaurants", "confidence": 1} 
UserInteractionHistory: {"timestamp": 1, "query": "Hot-
pot", "goal": "restaurant", "searchObject": "Hai Di Lao 
Hotpot", "interestList": "Food safety and hygiene, sig-
nature or specialty dishes, portion sizes, ingredient 
freshness and origin, dish flavors", "disInterestList": 
"Hidden consumption"} 
NumberOfInterestsToInfer: 6 

Assistant Response: 
["Grilled meat service", "Ingredient freshness", "Self-
service condiment station", "Queue situation", "Por-
tion sizes", "Hygiene condition"] 

Example 3 
User Input: 

SearchObject: #Xi’an 4-Day 3-Night Private Tour Group# 
SearchGoal: #tour-group# 
UserProfileHistory: {"knowledge": "Focus on whether 
the tour guide can speak Chinese", "scope": "Tours 
outside of China", "confidence": 1}, {"knowledge": "Fo-
cus on the free time during the itinerary", "scope": 
"Large group tours", "confidence": 1}, {"knowledge": 
"Focus on local special experience activities", "scope": 
"All tours", "confidence": 0.8}, {"knowledge": "Focus 
on user reviews", "scope": "All tours", "confidence": 1}, 
{"knowledge": "Focus on meal arrangements during 
the itinerary", "scope": "All tours", "confidence": 1} 
UserInteractionHistory: {"timestamp": 1, "query": "Ko-
rea tour group", "goal": "tour-group", "searchObject": 
"Korea tour group", "interestList": "Tourist attractions, 
breach of contract terms, transportation methods, ac-
commodation standards, free time", "disInterestList": 
"Brand reputation"}, {"timestamp": 1, "query": "Yun-
nan tour group", "goal": "tour-group", "searchObject": 
"Yunnan tour group", "interestList": "Itinerary arrange-
ment, cleanliness of hotels, group size, tour guide ser-
vice, free time", "disInterestList": "Brand reputation"} 
NumberOfInterestsToInfer: 8 

Assistant Response: 
["Free time", "Hanfu photography experience", "Meal 
arrangements", "Itinerary arrangement", "Tour guide 
service", "Accommodation environment and hygiene", 
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"Private tour transportation arrangements", "User re-
views"] 

A.2 Iinitial Knowledge Inference 
You are an AI assistant specializing in analyzing user interactions 
to infer user knowledge. Your task is to analyze the user’s data 
and infer generalizable user knowledge across different tasks. You 
should: 

(1) Infer knowledge content based on repeated interest patterns 
in the user’s searches. Knowledge content must be in the 
form of "User is interested in {single information point or 
information dimension}". Knowledge content cannot be like 
"User is interested in {product}’s {information point}". Then 
add the relevant past interaction data in content.object value. 

(2) Include a confidence score (0-1) indicating the certainty of 
Knowledge content inference. 

(3) Provide a reasonable knowledge scope that describes where 
this Knowledge content applies. Remember, the inferred 
scope must be broader than the original objects. The scope 
cannot be a specific product but can be a category of products 
with certain attributes. For example, the scope cannot be for 
insulated cups or notebooks, but can be for daily necessities 
or portable products. 

(4) Include a confidence score (0-1) indicating the certainty of 
knowledge scope inference. 

Your response strictly follow this JSON format: 
[ "content": "object": ["Information from different 
products", "Information from different products"], "in-
ferredContent": "Inferred user knowledge, in the form 
of user is interested in a certain information", "con-
fidence": content inference confidence, "confirmed": 
false , "scope": "object": ["Information from differ-
ent products", "Information from different products"], 
"inferredScope": "Inferred applicable scope, must not 
be a certain product", "confidence": scope inference 
confidence, "confirmed": false , ... ] 

Example 1 
User Input: 

SearchObject: Laptop, Bluetooth Headphones, Ther-
mos Cup, Tissues 
SearchGoal: product 
UserInteractionHistory: {"query": "Laptop", "goal": "prod-
uct", "searchObject": "Laptop", "interestList": "Proces-
sor model, Graphics card type, Memory size, User re-
views", "disInterestList": "", "timestamp": "1742177720317"}, 
{"query": "Bluetooth Headphones", "goal": "product", 
"searchObject": "Bluetooth Headphones", "interestList": 
"Noise reduction, Sound quality parameters, Comfort, 
Connection stability, User reviews", "disInterestList": 
"", "timestamp": "1742177720318"}, {"query": "Thermos 
Cup", "goal": "product", "searchObject": "Thermos Cup", 
"interestList": "Capacity, Insulation time, Inner mate-
rial, User reviews", "disInterestList": "", "timestamp": 
"1742177720321"}, {"query": "Tissues", "goal": "prod-
uct", "searchObject": "Tissues", "interestList": "Sheet 

count, Softness, Scent, Number of sheets, Additives, 
User reviews", "disInterestList": "", "timestamp": "1742177720322"} 

Assistant Response: 

[ { "content": { "object": ["Processor model of the lap-
top", "Audio quality parameters of Bluetooth head-
phones", "Insulation duration of thermal mugs"], "in-
ferredContent": "Focus on functional parameters", "con-
fidence": 0.9, "confirmed": false }, "scope": { "object": 
["Laptop", "Bluetooth headphones", "Thermal mugs"], 
"inferredScope": "Functional products", "confidence": 
0.8, "confirmed": false } }, { "content": { "object": ["Num-
ber of sheets in tissue box", "Capacity of thermal 
mug"], "inferredContent": "Focus on size specifica-
tions", "confidence": 0.8, "confirmed": false }, "scope": 
{ "object": ["Tissue box", "Thermal mug"], "inferred-
Scope": "All daily necessities", "confidence": 0.7, "con-
firmed": false } }, { "content": { "object": ["Comfort of 
wearing Bluetooth headphones", "Softness of tissue 
paper"], "inferredContent": "Focus on user comfort", 
"confidence": 0.6, "confirmed": false }, "scope": { "ob-
ject": ["Bluetooth headphones", "Tissue paper"], "in-
ferredScope": "Skin-friendly products", "confidence": 
0.6, "confirmed": false } }, { "content": { "object": ["User 
reviews of laptops", "User reviews of Bluetooth head-
phones", "User reviews of thermal mugs", "User re-
views of tissue paper"], "inferredContent": "Focus on 
user reviews", "confidence": 1.0, "confirmed": false }, 
"scope": { "object": ["Laptop", "Bluetooth headphones", 
"Thermal mugs", "Tissue paper"], "inferredScope": "All 
products", "confidence": 0.85, "confirmed": false } } ] 

Example 2 
User Input: 

SearchObject: Fast food burger shop, Barbecue shop, 
Traditional Cantonese restaurant, Hot pot restaurant 
SearchGoal: restaurant 
UserInteractionHistory: {"query": "Fast food burger 
shop", "goal": "restaurant", "searchObject": "Fast food 
burger shop", "interestList": "Burger flavors, Special 
burger sauces", "disInterestList": "", "timestamp": "1741350976744"}, 
{"query": "Barbecue shop", "goal": "restaurant", "searchOb-
ject": "Barbecue shop", "interestList": "Special dipping 
sauces, Dish freshness, Barbecue flavors, Restaurant 
environment and area, Grilled meat service", "disInter-
estList": "", "timestamp": "1741350976744"}, {"query": 
"Traditional Cantonese restaurant", "goal": "restau-
rant", "searchObject": "Traditional Cantonese restau-
rant", "interestList": "Flavors, Authenticity of dishes, 
Performance", "disInterestList": "", "timestamp": "1741350976744"}, 
{"query": "Hot pot restaurant", "goal": "restaurant", "searchOb-
ject": "Hot pot restaurant", "interestList": "Condiment 
variety, Restaurant environment and area, Birthday 
service, Hot pot flavors", "disInterestList": "", "times-
tamp": "1741350976744"} 

Assistant Response: 
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[ { "content": { "object": ["Burger flavors in fast food 
burger shops", "Barbecue flavors in barbecue shops", 
"Hot pot flavors in hot pot restaurants"], "inferredCon-
tent": "Focus on dish flavors", "confidence": 0.9, "con-
firmed": false }, "scope": { "object": ["Fast food burger 
shop", "Barbecue shop", "Hot pot restaurant"], "in-
ferredScope": "Full meal restaurants with meat dishes", 
"confidence": 0.8, "confirmed": false } }, { "content": { 
"object": ["Barbecue services in barbecue shops", "Per-
formance in traditional Cantonese restaurants", "Birth-
day services in hot pot restaurants"], "inferredCon-
tent": "Focus on special services", "confidence": 0.6, 
"confirmed": false }, "scope": { "object": ["Barbecue 
shop", "Traditional Cantonese restaurant", "Hot pot 
restaurant"], "inferredScope": "Full meal Chinese restau-
rants", "confidence": 0.7, "confirmed": false } }, { "con-
tent": { "object": ["Restaurant environment and area 
in hot pot restaurants", "Restaurant environment and 
area in barbecue shops"], "inferredContent": "Focus 
on restaurant environment and area", "confidence": 
0.9, "confirmed": false }, "scope": { "object": ["Hot pot 
restaurant", "Barbecue shop"], "inferredScope": "Hot 
pot and barbecue Chinese restaurants", "confidence": 
0.7, "confirmed": false } }, { "content": { "object": ["Au-
thenticity of dishes in traditional Cantonese restau-
rants"], "inferredContent": "Focus on authenticity", 
"confidence": 0.7, "confirmed": false }, "scope": { "ob-
ject": ["Traditional Cantonese restaurant"], "inferred-
Scope": "Local specialty restaurants", "confidence": 0.5, 
"confirmed": false } } ] 

Example 3 
User Input: 

SearchObject: Tianjin 2-day private small group, Os-
aka 4-day 3-night mixed small group, Harbin Ice and 
Snow Classic group tour 
SearchGoal: tour-group 
UserInteractionHistory: {"query": "Tianjin 2-day pri-
vate small group", "goal": "tour-group", "searchObject": 
"Tianjin 2-day private small group", "interestList": "Cross-
talk performance experience, Itinerary freedom, Tour 
guide service", "disInterestList": "", "timestamp": "1741351103019"}, 
{"query": "Osaka 4-day 3-night mixed small group", 
"goal": "tour-group", "searchObject": "Osaka 4-day 3-
night mixed small group", "interestList": "Universal 
Studios Japan tickets, Free time, Chinese-speaking 
tour guide service", "disInterestList": "", "timestamp": 
"1741351103019"}, {"query": "Harbin Ice and Snow Clas-
sic group tour", "goal": "tour-group", "searchObject": 
"Harbin Ice and Snow Classic group tour", "interestList": 
"Skiing experience, Cold protection gear rental, Itinerary 
freedom", "disInterestList": "", "timestamp": "1741351103019"} 

Assistant Response: 

[ { "content": { "object": ["Tianjin 2-day private small 
group cross-talk performance experience", "Osaka 4-
day 3-night mixed small group Universal Studios Japan 

tickets", "Harbin Ice and Snow Classic group tour ski-
ing experience"], "inferredContent": "Focus on spe-
cial experiences provided by the tour groups", "con-
fidence": 0.8, "confirmed": false }, "scope": { "object": 
["Tianjin 2-day private small group", "Osaka 4-day 3-
night mixed small group", "Harbin Ice and Snow Clas-
sic group tour"], "inferredScope": "All tour groups", 
"confidence": 0.7, "confirmed": false } }, { "content": 
{ "object": ["Freedom of itinerary in Tianjin 2-day 
private small group", "Free time in Osaka 4-day 3-
night mixed small group"], "inferredContent": "Fo-
cus on itinerary freedom", "confidence": 0.95, "con-
firmed": false }, "scope": { "object": ["Tianjin 2-day pri-
vate small group", "Osaka 4-day 3-night mixed small 
group"], "inferredScope": "Small tourist groups, such 
as private or small groups", "confidence": 0.7, "con-
firmed": false } }, { "content": { "object": ["Chinese-
speaking tour guide service in Osaka 4-day 3-night 
mixed small group tour"], "inferredContent": "Focus 
on the tour guide’s language and nationality", "con-
fidence": 0.6, "confirmed": false }, "scope": { "object": 
["Osaka 4-day 3-night mixed small group"], "inferred-
Scope": "Tour groups outside of China", "confidence": 
0.5, "confirmed": false } } ] 

A.3 Knowledge Proposal Generation from New 
Task Data 

You are an AI assistant specializing in analyzing user interactions 
to infer user knowledge. Your task is to extract user interests from 
the new user tasks (UserNewEvent) and infer the user’s knowledge 
needs by combining related historical tasks (RelatedHistoryTasks). 

Generate a knowledge proposal and provide confidence factors 
for both the inferred content and the inferred scope. Ensure the 
output strictly follows the JSON format below: 

{ "content": { "object": ["object 1", "object 2", "object 3"], 
// Specific interest points derived from tasks, focusing 
on core aspects. // Example: ["Pillow filling", "Insula-
tion material of thermos", "Ergonomic chair lumbar 
support"] 
"inferredContent": "Care about [one core knowledge 
point]", // A summarized knowledge point inferred from 
tasks. // No "and" or "with" (The knowledge point should 
be a single concept, not a compound phrase). // Must 
express "user Care about" and express an independent 
knowledge topic. // Example: "Focus on material" 
"factors": { "taskCoverage": "Relevant tasks/Total tasks 
(e.g., 3/7)", // The proportion of tasks covered by the in-
ferred knowledge point, indicating how well the knowl-
edge content aligns with the user’s tasks. // This ratio 
reflects how many of the user’s tasks are relevant to 
this inferred knowledge compared to the total number 
of tasks. 
"evidenceStrength": "Strong/Medium/Weak", // The 
strength of evidence supporting the inferred content. 
Evidence strength is based on how relevant, clear, direct, 
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and consistent the task-related information is in validat-
ing the inferred knowledge. // Strong evidence means the 
evidence is highly relevant, clear, and directly supports 
the knowledge. Medium means evidence is somewhat 
relevant or partially supportive. Weak means evidence 
is unclear or inconsistent. 
"specificity": "Strong/Medium/Weak" // How specific 
or general the inferred knowledge is. Specific knowledge 
is narrowly focused on a particular sub-domain, while 
weak specificity means the knowledge is too broad or 
general. } }, "scope": { "object": ["Object type 1", "Object 
type 2"], // The physical objects related to the tasks. // 
Example: ["Pillow", "Thermos"] 
"inferredScope": "Domain scope (e.g., ’Daily necessi-
ties’)", // The broader category or domain that encom-
passes the inferred interests. This could be a general 
domain such as "Home essentials," "Office equipment," 
or "Kitchenware." // The scope should align with the 
inferred knowledge and provide context for the types of 
tasks involved. 
"factors": { "scopeSupport": "Number of tasks support-
ing this scope" /// The number of tasks that are relevant 
to this inferred scope. This indicates how well-supported 
the scope is by the user’s tasks. 
"categoryConsistency": "Consistent/Partially consis-
tent/Inconsistent", // The consistency of the inferred 
knowledge within a specific category or domain. This 
factor assesses whether the knowledge remains coherent 
and aligned within the same category, ensuring no frag-
mentation across unrelated domains. // If the knowledge 
is consistent across tasks within the same category, it is 
rated "Consistent." If the knowledge is somewhat aligned 
but shows some variation, it is "Partially consistent." If 
the knowledge is fragmented across unrelated domains, 
it is "Inconsistent." } } } 

Input Data: 

• New User Task (UserNewEvent): #JSON formatted task data# 
• Related Historical Tasks (RelatedHistoryTasks): #JSON for-
matted historical task data# 

Please return the JSON response following the example format. 

A.4 Knowledge Update Assessment from New 
Task Data 

Knowledge Content 
You are an AI assistant specializing in user knowledge manage-

ment. Your task is to analyze whether the content confidence of 
a knowledge item (OldKnowledge) should be adjusted based on a 
new user event (NewEvent). 

Task: 

• Decide whether the content confidence should increase, de-
crease, or remain unchanged (none). 

• Provide clear reasoning for your decision. 
• List quantifiable evidence, including: 
– matchedPoints: List of common interest points or key-
words matched between knowledge content and event. 

– coverage: How many relevant historical tasks this knowl-
edge covers (e.g., "4/5"). 

Input Format: 
OldKnowledge: #JSON formatted knowledge item# 
NewEvent: #JSON formatted event# 
Relevance: #0.75# 

Output Format (Strict JSON): 
{ "adjustmentFactor": "increase", 
"reasoning": "The interest point highly matches the 
user event and covers 4/5 relevant tasks in the histor-
ical tasks.", 
"evidence": { "matchedPoints": ["Food safety", "Health"], 
"coverage": "4/5" } 
} 

Important Rules: 
• Return only the JSON block, no extra text. 
• adjustmentFactor must be one of: "increase", "decrease", "none". 
• Ensure evidence is filled with specific examples and accurate 
counts. 

Knowledge Scope 1 
You are an AI assistant specializing in user knowledge manage-

ment. Your task is to analyze whether the scope (inferredScope) of 
a knowledge item (OldKnowledge) should be adjusted based on a 
new user event (NewEvent), and determine the confidence in using 
that scope. 

Task: 
• Step 1: Decide if the current inferredScope should be adjusted 
(true/false). Always return this field. 

• Step 2: If adjustment is needed, provide the new inferred-
Scope (if no adjustment, return empty string ""). Always 
return this field. 

• Step 3: Give a new confidence value (0 1) reflecting how con-
fident you are in using that inferredScope (whether adjusted 
or not). Always return this field. 

• Step 4: Provide clear reasoning. Always return this field. 
• Step 5: Provide evidence including scopeOverlap ("Exact 
match", "Partial match", "No match"). Always return this 
field. 

Important Notes: 
• You must return all fields in the output. No field should be 
missing. 

• If the new event belongs to the current scope, do not adjust 
the scope. 

• If the new event does not belong to the current scope, and no 
suitable new scope, set inferredScope to "global" to indicate 
a general scope. 

Reasoning Examples: 
• If inferredScope is "Beverages" and the event object is "Or-
ange Juice": "Orange juice belongs to the category of bever-
ages. No need to adjust the scope. Confidence is increased." 

• If inferredScope is "Daily Necessities" and the event object 
is "Orange Juice": "Orange juice does not belong to daily 
necessities. The scope should be adjusted to ’Beverages’ to 
improve coverage." 
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• If inferredScope is "Daily Necessities" and the event object 
is "Cryptocurrency": "The new event does not belong to the 
current scope at all. It is recommended to broaden the scope 
to ’General’ to cover all categories." 

Input Format: 
OldKnowledge: #JSON formatted knowledge item# 
NewEvent: #JSON formatted event# 
Relevance: #0.75# 

Output Format (Strict JSON only, ALL fields required): 
{ "update": true, 
"newScope": "Beverages", 
"newConfidence": 0.85, 
"reasoning": "Orange juice belongs to beverages, con-
sistent with the current scope. No need to adjust, con-
fidence moderately increases.", 
"evidence": { "scopeOverlap": "Exact match" 
} } 

Important Rules: 
• Always return ALL fields: update, newScope, newConfidence, 
reasoning, evidence. 

• If no scope change needed, return "update": false and "newS-
cope": "". 

• If no suitable new scope, set "newScope": "global". 
• newConfidence must be between 0 and 1. 
• Return only JSON block, no extra comments. 

Knowledge Scope 2 
You are an AI assistant specializing in user knowledge manage-

ment. Your task is to analyze and directly determine the appropriate 
scope confidence of a knowledge item (OldKnowledge), based on a 
new user event (NewEvents). 

Task: 
• Directly return a new confidence score between 0 and 1 
(floating-point number). 

• Provide reasoning for the confidence adjustment. 
• List evidence: scopeOverlap ("Exact match", "Partial match", 
"No match"). 

Input Format: 
OldKnowledge: #JSON formatted knowledge item# 
NewEvent: #JSON formatted event# 
Relevance: #0.75# 

Output Format (Strict JSON): 
{ "newConfidence": 0.85, 
"reasoning": "The new event is consistent with the 
existing scope and highly relevant, suggesting an in-
crease in confidence.", 
"evidence": { "scopeOverlap": "Exact match" 
} } 

Important Rules: 
• newConfidence must be a number between 0 and 1. 
• If the current confidence is high but evidence is weak, lower 
it moderately. 

• If the current confidence is low but evidence is strong, raise 
it appropriately. 

• Return only JSON block, no extra explanation. 

B InterQuest’s Survey in the Initiation Stage 
This section presents the survey questions used in the initial stage 
of InterQuest, with an example list for the product search goal. 
Question: What information about laptops are you interested in? 

Options: Processor model, Graphics card type, Mem-
ory size, Screen resolution, Battery life, Quality con-
trol, Weight, Port types, Professional/gaming laptop, 
Appearance, User reviews, After-sales service 

Question: What information about Bluetooth headphones are you 
interested in? 

Options: Noise-cancelling function, Sound quality, 
Battery life, Comfort, Waterproof rating, Connection 
stability, Touch controls, Latency performance, Com-
patibility, Appearance, User reviews, After-sales ser-
vice 

Question: What information about memory foam pillows are you 
interested in? 

Options: Pillow height, Pillow core material, Cover 
material, Breathability, Softness/hardness, Washabil-
ity, Antibacterial and mite-resistant, Durability, Odor, 
Appearance, User reviews, After-sales service 

Question: What information about mechanical keyboards are you 
interested in? 

Options: Switch type, Keycap material, Backlight mode, 
Waterproof and dustproof, Macro programming sup-
port, Key lifespan, Connectivity, Keyboard size, Tac-
tile feedback, Appearance, User reviews, After-sales 
service 

Question: What information about thermos cups are you interested 
in? 

Options: Capacity, Heat retention duration, Inner liner 
material, Outer shell material, Seal/leak-proof design, 
Durability, Lid type, Ease of cleaning, Weight, Appear-
ance, User reviews, After-sales service 

Question: What information about tissue papers are you interested 
in? 

Options: Ply count, Paper material, Softness, Scented 
or unscented, Water resistance, Number of sheets, 
Additives, Eco-friendliness, Appearance, Packaging 
style, User reviews, After-sales service 
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