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Teams often engage in group discussions to leverage collective intelligence when solving complex problems.
However, in real-time discussions, such as face-to-face meetings, participants frequently struggle with manag-
ing diverse perspectives and structuring content, which can lead to unproductive outcomes like forgetfulness
and off-topic conversations. Through a formative study, we explores a human-AI collaborative facilitation
approach, where AI assists in establishing a shared knowledge framework to provide a guiding foundation. We
present EchoMind, a system that visualizes discussion knowledge through real-time issue mapping. EchoMind
empowers participants to maintain focus on specific issues, review key ideas or thoughts, and collaboratively
expand the discussion. The system leverages large language models (LLMs) to dynamically organize dialogues
into nodes based on the current context recorded on the map. Our user study with four teams (N=16) reveals
that EchoMind helps clarify discussion objectives, trace knowledge pathways, and enhance overall productivity.
We also discuss the design implications for human-AI collaborative facilitation and the potential of shared
knowledge visualization to transform group dynamics in future collaborations.
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Agreed.

We need to sort out
how we’re going to
do this before adding
anything else.

Right. Maybe we 
could focus on 
Issue 5 first.

They already have phones, right?

Yeah, but actually, I was 
thinking... AI could do more. 
What about helping seniors 
communicate with younger 
people? Like, explaining all that 
modern culture and tech stuff?

Oh, for sure, it could, like, bridge 
that gap.

Yeah, good point. It’s worth 
discussing.

And don’t forget, AI could also 
help them with online learning—
like, hobbies and interests, that 
kind of thing.

We need to sort out how we’re 
going to do this before adding 
anything else.

Agreed. 

Right. Maybe we could focus on 
Issue 5 first.

So, maybe we integrate AI into, 

Position 3.1
Provide 24/7 companionship, 
psychological support, and 
reduce loneliness.

Position 4.1

Position 4.2

Dialogues

Group Response

Position 3.2
Bridge generational gaps by 
explaining modern culture and 
tech to ease communication 
with younger people.

Position 3.3
Assist with online learning, 
fostering new hobbies and 
interests.

Issue 4
What are the physical 
forms?

Issue 5
How can AI bridge 
generational gaps?

FOCUS

Issue 3
How can AI support emotional 
communication for the elderly?

Issue Map

EchoMind

Position
3.2

Issue
5

Position
3.3

Fig. 1. EchoMind supports group discussions by providing a real-time issue map (right) derived from ongoing
conversations (left). The system enables the team to focus on specific issues (highlighted with an orange
border), review updated positions, and explore deeper issues (below). Busts illustrations from Open Peeps.

1 Introduction
Teams in various fields frequently face complex problems that cannot be solved by individuals
alone [35]. These problems arise in diverse contexts, such as startups exploring market opportuni-
ties [34, 60], cross-functional groups refining strategies [50], research teams advancing scientific
innovation [76], and policymakers addressing societal challenges [20]. Such issues often involve
evolving priorities and ambiguous goals – commonly referred to as “wicked problems” [71]. A
common approach to addressing these issues is real-time collaborative discussions, where a group
of participants contribute their expertise through natural, fast-paced interactions [1, 4] like face-to-
face meetings [6] or video conferences [41]. Teams aim to leverage collective intelligence through
these dynamic discussions to achieve outcomes greater than individual efforts [18].
Despite its prevalence, managing real-time discussions effectively remains challenging, and

poorly facilitated sessions can easily lead to unproductive outcomes [26, 32, 45]. For instance,
during a product design meeting, team members may start brainstorming enthusiastically, but
without a clear goal or direction, the fast-paced conversation can easily drift off-topic or get
sidetracked by unrelated details. Important ideas risk being forgotten in the flow of dialogue, and
conflicting viewpoints may cause the discussion to circle around and lose focus. As a result, the
team often struggles to synthesize insights and make concrete decisions, ultimately undermining
the potential for collective intelligence.
Supporting group discussions and decision-making has been a central focus of research in

Computer-Supported Cooperative Work (CSCW) [39, 41, 65, 70, 82, 92, 97]. Prior work has explored
using virtual agents as facilitators to guide and structure conversations [7, 27, 28, 51, 61], employing
visualizations and interactive elements to enhance remote engagement and coordination [16, 52, 83],
and conducting post-hoc analysis of group problem-solving and decision-making behaviors [17, 42,
78, 87, 95]. While these efforts provide valuable insights, they primarily focus on asynchronous or
text-based discussions and often rely on predefined agendas or rules to organize conversations.
However, real-time synchronous discussions involving complex problem-solving pose unique
challenges due to their dynamic and fast-paced nature. Existing studies have not sufficiently
addressed these challenges, and more effective facilitation support strategies are required.
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This work explores a new model of human-AI collaborative facilitation, where AI actively
supports human-driven discussions by managing and externalizing shared knowledge. Previous
research has emphasized the importance of maintaining shared knowledge in complex problem-
solving [72], due to its long-term value for future meetings and extended collaborations [59, 92].
Frameworks like the Issue-Based Information System (IBIS) [53] and the derivative facilitation
technique dialogue mapping [18] have demonstrated the effectiveness of structuring and visualizing
knowledge to guide discussions [19]. However, thesemethods heavily rely onmanual efforts, placing
significant demands on facilitators’ expertise [3, 9, 17, 38]. Building on these insights, we aim to
explore how AI can contribute to knowledge management within a visual interface to enhance
facilitation. Through a formative Wizard-of-Oz study, we identified several design goals for such a
system, focusing not only on effective coordination between humans and AI but also on the new
challenge of aligning their shared understanding.
Guided by these design goals, we propose EchoMind, a collaborative system that generates

issue maps based on real-time conversations to provide clarity and guidance throughout complex
discussions. EchoMind leverages large language models (LLMs) to dynamically organize evolving
thoughts into a structured issue-position map, enhancing shared understanding among participants.
We introduced a focus feature that directs participants’ attention to specific issue nodes, enabling
the system to expand the map at those points. This functionality facilitates alignment among
participants and between humans and the system, ensuring a coherent discussion flow. EchoMind
also supports user-driven modifications to the map’s structure and content, providing cognitive
support while preserving flexibility.
In an example use case of EchoMind (see Fig. 1), a team is exploring solutions to a challenging

scenario involving elderly care. As the discussion progresses, the team focuses on the issue of how
AI can support emotional communication for older adults. EchoMind automatically organizes the
relevant conversation into corresponding positions on the issue map and suggests potential new
issues for further exploration. The group interacts with EchoMind by proposing new ideas, and
under the facilitator’s guidance, shifts their focus to deeper issues as the conversation evolves.
To evaluate EchoMind in group discussions, we conducted a user study with four teams of 16

participants engaged in product design discussions. We also compared EchoMind with an automatic
summarization document system, similar to existing tools, to better understand its impact. Each
team participated in separate sessions, experiencing support from both systems. Results indicate
that EchoMind significantly clarified and refined participants’ thoughts, enhanced their sense of
purpose, and improved discussion quality overall. Notably, the relational structure of the issue map–
rather than its specific content–played a crucial role in aiding participants in reviewing knowledge.
Additionally, the focus feature facilitated alignment among participants and between humans and
the system, while also maintaining a minimal operational burden. These findings inform design
implications for human-AI collaborative facilitation, highlighting how effective management of
shared understanding can enhance real-time group dynamics and support productive outcomes.

In summary, this work makes the following contributions:

• Design Goals of Human-AI Collaborative Facilitation: Through our formative study, we
identify challenges in complex problem discussions and summarize the design goals for how AI
can facilitate discussions through a visual structure.

• EchoMind1: We design and implement a collaborative system that leverages large language
models (LLMs) to dynamically build issue maps from real-time dialogues, providing a shared
knowledge framework that facilitates productive discussions.

1The source code is available at https://github.com/atomiechen/EchoMind.
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• Evaluation Results and Design Implications: We provide empirical evidence from a compara-
tive user study that demonstrates EchoMind’s advantages in aligning focus, clarifying knowledge
relationships, and improving discussion quality. We then present design implications for future
human-AI collaborative facilitation based on these results.

2 Related Work
Effective facilitation is crucial for productive group discussions. This paper focuses on howmethods
and tools can address common challenges in complex discussions, particularly through the use
of visual map structures to enhance facilitation. In this section, we first revisit the principles of
group facilitation, then explore tools for managing knowledge in complex discussions, and finally
examine the potential of using LLMs for dialogue mapping.

2.1 Group Discussion Facilitation
Facilitating group discussions requires effective methods for addressing complex problems, often
referred to as wicked problems [12], which are characterized by uncertainty, conflicting stake-
holder interests, and evolving constraints [71]. In general, facilitation strategies involve two key
components: structuring content and organizing procedure [9].
Content structuring focuses on providing a clear framework to organize both current and

potential discussion topics. Examples include the development of shared mental models, the use of
tools like the Issue-Based Information System (IBIS) [53] and concept mapping [66]. These methods
aim to help participants navigate complex discussions by breaking down problems into manageable
components [38, 40]. Structuring content is critical for mitigating focus drift, which can degrade
the quality of information sharing and increase the risk of participants relying on incomplete or
inaccurate information, leading to inefficient or erroneous decisions [55, 77, 84].
Organizing procedure builds upon this structured content by introducing multiple phases to

guide participants through different aspects of the discussion. Methods like the Nominal Group
Technique (NGT) [24, 49] and Six Thinking Hats [23] help participants systematically explore
various perspectives, ensuring that important viewpoints are not overlooked. When discussions
lack a clear procedural structure, participants must expend additional effort to make sense of
scattered or unstructured inputs, resulting in increased cognitive load and diminished capacity
for integrating information effectively [81]. While these procedural methods offer professional
approaches, they often limit flexibility. In our work, we prioritize content structuring, allowing the
facilitator to set and adjust the discussion agenda to ensure adaptability across various domains
and types of problems.
Our system draws inspiration from IBIS [53] for mapping dialogues to an explicit diagram.

However, a key challenge with these structured strategies is that they require facilitators to be
highly skilled in breaking down complex problems, guiding participants in articulating positions,
and synthesizing arguments [18]. To address this, our system provides support in these areas,
enhancing the facilitator’s ability to manage complex discussions and ensure productive outcomes.

2.2 Tools for Visualizing Shared Knowledge
Effective shared understanding and management in group discussions requires visual tools that
support the retention of complex ideas. Visualizations provide a structured format that helps
participants engage with the evolving dialogue, making it easier to track and integrate information
[79].
Manual tools for knowledge management offer various ways to represent information. Text

documents are simple and linear but become difficult to navigate as discussions expand, making
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it challenging to maintain focus on key relationships [73]. Tables or matrices strengthen the rep-
resentation of direct relationships but often lead to the neglect of more complex and important
connections [73, 80]. Diagrams like mind maps or concept maps allow for hierarchical and asso-
ciative visualizations, but their effectiveness depends heavily on the facilitator’s skill, and manual
updates increase cognitive load [62, 85]. The more complex the tool, the higher the cognitive
demands on participants, which can disrupt engagement and reduce discussion quality.

In addition to manual tools, there are automated AI tools designed to provide visualizations based
on real-time verbal content [44, 64]. For instance, TalkTraces [13] maps discussion topics against
a predefined agenda, allowing participants to track how closely the conversation aligns with the
intended goals. CrossTalk [94] generates shared panel substrates for video meetings, which serve as
dynamic representations of participants’ intentions and conversational focus. Existing commercial
tools, such as Otter.ai [68], offer segmented summaries and question-answering chatbots based on
conversations; however, they still rely on users to manually trigger actions. These tools function
primarily as passive recording or assistive tools, limiting their role in discussion facilitation.
In contrast, our system is designed as an active facilitation tool. It combines the strengths of

representational tools and AI-driven natural language understanding to collaboratively generate
maps with participants for more productive discussions.

2.3 LLMs for Dialog Mapping
Large language models (LLMs) capture statistical relationships in language and have demonstrated
impressive performance across a range of natural language processing tasks [8, 89]. They can
transform spoken language, which is often more context-dependent than written language, into
structured insights [14, 15, 36, 48, 91, 93, 96, 98]. This gives them an advantage over traditional
argumentation mining methods, which often require domain-specific tuning and struggle to handle
the nuances of conversational language [54, 56].
LLMs are able to identify relationships between entities within the text, which can be used to

generate knowledge graphs [10, 88, 99]. For example, systems like Graphologue [46] use inline
annotations to construct graphs based on their responses, while GraphRAG [29] leverages LLMs
for offline analysis to build entity graphs from documents. However, these tools are not designed
for real-time interaction with human users. In our use case, the system operates as a real-time
collaborative agent, where the issue map serves as the agent’s structured memory. We employ
concise prompting strategies by including the current issue path in the prompt to maintain sufficient
context without compromising response time.

3 Human-AI Collaborative Facilitation for Real-time Discussions
In group discussions, facilitators play an important role in organizing and guiding conversations
toward meaningful outcomes [3, 9, 38]. However, in complex discussions involving multiple perspec-
tives, facilitators face significant challenges. They must process a large volume of conversational
information, synchronize participants’ understanding, and prevent discussions from straying off-
topic [38]. Balancing these tasks requires cycling between advancing the discussion and reflecting
on its content to ensure productive outcomes.

To address these challenges, we propose a human-AI collaborative facilitation model that lever-
ages the strengths of both AI and participants in managing discussions. AI excels at recording and
summarizing information, providing a computational backbone for maintaining shared knowledge,
while human facilitators offer intuition and contextual understanding to guide conversations.

This approach shifts from implicit knowledge stored in human minds to explicit visualization,
making information accessible and transparent for all participants, such as through shared docu-
ments or meeting notes. However, linear formats like sequential transcripts or condensed summaries
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struggle to represent complex issues and may not effectively support real-time facilitation. To
overcome these limitations, we propose using explicit map-based structures as a shared framework
for organizing and navigating discussions. By visualizing the relationships between key points,
we believe this approach has the potential to help facilitators keep the discussion on track while
enabling participants to clarify the context.
Therefore, we conducted a formative study to explore how an AI-generated visual map can

enhance facilitation, understanding, and engagement during group discussions. This study provides
valuable insights for subsequent system design.

3.1 Study Design
We adopted a Wizard-of-Oz design [21], in which human wizards dynamically created visual
maps based on ongoing group discussions. We allowed wizards to choose representations that
they believed would best aid participants in understanding the key elements of the discussion.
This freedom aimed to uncover the varying needs of different users, and we anticipated that this
flexibility might result in different map structures.
Participants. We invited research groups because of their experience in engaging in-depth,

collaborative problem-solving, which aligns with the type of discussions we aim to study. A total of
7 participants (2 male, 5 female, aged 20 to 30) from two teams took part in the study discussions.
Each team included one leader. Two wizards (both male, aged 26), who were external to these teams,
were responsible for one discussion each. Both wizards were familiar with the basic operations of
drawing maps on the canvas.
Setup. We seated participants in a meeting room equipped with a large screen, while a human

wizard sat in another room with a PC. We connected the wizard’s PC and the meeting room’s large
screen to a shared Figma2 canvas, allowing participants to view real-time content updated by the
wizard. The wizard listened to the discussion audio through remote conferencing software, using a
single microphone in the meeting room to follow the conversation.

Procedure. Before the discussion, we conducted a brief individual interviewwith each participant.
The discussion lasted about 45 minutes and focused on real topics that the research group needed
to address in the near future. After the discussion, we held a group interview with the discussion
team, and the wizard participated in a separate individual interview to gather feedback.
Discussion Task. In each discussion, the group leader acted as the facilitator. We required

participants to refer to the AI-generatedmap on the screen asmuch as possible during the discussion,
and manually modify it when necessary to move the discussion forward. The facilitator verbally
instructed the AI to generate or update the map. Only the facilitator could operate the meeting
room PC and modify the canvas content.
Wizard Task. We instructed the wizard to update the map as the conversation progressed,

reflecting key information such as important topics, relationships, and decisions, based on their
understanding of the discussion. To manage the speed of map generation, the wizard could type
“processing” on the canvas to indicate they were working on an update. After completing the update,
the wizard deleted the message.

3.2 Findings
Our findings highlight that the visualization map proved valuable, particularly in complex scenarios.
Participants found that a visual representation of discussion content facilitated better understanding
and navigation. During the study, participants exhibited notable behaviors of clarification and align-
ment when interacting with the map. Facilitators actively utilized the map to steer conversations

2https://www.figma.com/
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Team 1 Snapshot 1 Team 1 Snapshot 2 Team 2 Snapshot 1 Team 2 Snapshot 2

Wizard: Custom visualization with vibrant nodes, complex structure, multi-directional 
arrows, and layered sections.
Participant Feedback: Difficult to understand due to unconventional structure.

Wizard: Oversimplified node content, with significant delays in update.
Participant Feedback: More clarifying explanations were needed, along with a desire 
for real-time interaction.

Fig. 2. Example snapshots from both teams illustrating different approaches in map visualization and corre-
sponding participant feedback.

and outline subsequent agenda items, indicating that it can significantly enhance the facilitation
process by providing clarity and direction rather than merely serving as a static record. Example
snapshots and related participant feedback are shown in Fig. 2.
Despite these advantages, generating and using the map presents several challenges. A core

issue is that the interaction between humans and AI requires clear protocols to avoid cognitive
overload. We summarize the following design goals, with DG1 and DG2 focusing on requirements
for AI generation, while DG3 and DG4 address user participation needs.
DG1: Limit node types and impose connection constraints. A key design principle is to

minimize cognitive load, as users can easily become overwhelmed by excessive complexity. [74]. In
Team 1, the wizard employed a custom method to create the map, but participants often found the
complex color schemes and connection structures confusing. The wizard’s misunderstanding of
the conversation further exacerbated participants’ confusion. In contrast, the Team 2 wizard used a
simpler structure, which participants found much easier to understand. Therefore, it is necessary
to minimize the learning curve for users by limiting the node types to common ones such as issues,
topics, and decisions, and applying connection constraints that reflect typical relationships, such as
cause-and-effect, correlation, progression, or inclusion.

DG2: Avoid oversimplification of text summaries and maintain context. This design goal
is based on the principle of preserving semantic richness while simplifying the visual structure.
Some participants in Team 2 reported that the wizard retained too little text content at each node
(e.g., only a few keywords), which blurred the interpretation of the visual map and led to ambiguity.
They suggested that each node could use a short sentence, which was similar to the node description
style in Team 1. Although the structure of the map itself contained rich information, retaining
sufficient natural language within each node is essential, particularly for local or secondary details.
DG3: Allow users to clearly anticipate where content changes will occur. This design

goal is to facilitate transparency and predictability of the AI system [5]. In this study, the wizard
could update the map at any location, which made it difficult for participants to track changes.
Participants expressed a preference for AI content updates to occur in designated positions or
specified areas, reducing the additional cognitive load of searching for updates.
DG4: Provide users with editorial control to avoid conflicts. Participants may need to

modify the content or structure generated by the wizard due to errors or changes in discussion
priorities. However, they prefer that subsequent automatic updates do not override these changes.
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To ensure user control, the system should allow users to retain primary authority over the content,
while AI provides supportive assistance [5].

These design goals balance the complementary strengths of AI and humans, aiming to create a
seamless, collaborative environment where both can effectively contribute to complex discussions.

4 EchoMind

Fig. 3. The interface of EchoMind includes transcription area (A) and issue map area (B). Key interactive
components are as follows: issue node (1), position node (2), related issue node (3) connected by a dashed line
to the position node, recording switch (4), optional manual update button for user-initiated updates (5), and
indicator of updating status (6).

Guided by the formative study and the design goals for human-AI collaborative facilitation, we
introduce EchoMind, a system that embodies this collaborative model by generating real-time
issue maps to support productive and structured discussions. EchoMind addresses the challenges
identified in complex discussions, functioning not merely as a passive recording tool but as an
active assistant that fosters engagement and clarity.
As shown in Fig. 3, EchoMind provides a shared visual interface that helps participants track

the flow of the discussion and manage structured content with flexibility. To promote clearer
communication and quicker consensus, EchoMind employs an issue-position structure with limited
node types and connection constraints (DG1). By combining automatic speech recognition (ASR)
with the natural language understanding capabilities of large language models (LLMs), the system
captures participants’ ideas and progressively builds an evolving knowledge structure with sufficient
context to be accessible and actionable for all participants (DG2). Additionally, EchoMind explicitly
marks the focused issue node to maintain alignment among participants and the system (DG3).
This feature enables users to stay oriented within the discussion, while maintaining control over
edits and decisions (DG4), ensuring a seamless integration of human-AI collaboration.

In this section, we will elaborate on the design rationale and key features of EchoMind, including
the real-time generation pipeline powered by LLMs and the issue map structure. We provide
additional technical details in Appendix B.
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4.1 Issue Map Structure
EchoMind’s knowledge representation is issue-centered, aiming to keep discussions focused on
key problems and solutions. We base our approach on the Issue-Based Information System (IBIS)
model [53] for several reasons. First, a key challenge in complex problem discussions is balancing
structure with semantic completeness, and the IBIS framework provides a validated method for
this [11, 30]. Second, IBIS supports a clear visual structure with limited node types and connection
constraints, which can be easily customized to meet our design goals. Finally, by replacing manual
map creation with AI generation, we overcome the practical limitations of IBIS, which prior studies
have discussed in the context of human constraints such as time pressure and oversimplified node
content [11, 19].
IBIS traditionally includes three node types: issues, positions, and arguments. But EchoMind

simplifies this by using only issue and position nodes, based on findings from our formative
study (DG1). This simplification avoids cognitive overload in fast-paced discussions and enables
participants to focus on core problems and solutions without the added complexity of argument
nodes, which our pilot tests revealed to be unnecessary in real-time settings.

Issue nodes in this system represent core problems and serve as anchors for both human and AI
alignment. Issues define the discussion space, guiding participants to focus on specific problems at
any given time. Each participant contributes knowledge relevant to the current issue, ensuring that
the conversation remains centered and organized around well-defined problem areas.
Position nodes represent potential solutions, ideas, or thoughts related to a specific issue. A

single position node can integrate similar perspectives from multiple participants, allowing diverse
input to converge on shared solutions or insights. This structure not only helps in capturing varied
viewpoints but also facilitates consensus-building around core ideas.

To maintain logical simplicity and prevent uncontrolled expansion, EchoMind does not allow
direct connections between issue nodes or between position nodes, similar to the IBIS framework.
This encourages step-by-step progression through complex problems, keeping discussions organized
and focused.
The map grows from a root issue, evolving into a tree structure that is easier to visualize and

facilitates mental model formation. EchoMind prioritizes clarity by avoiding complex structures
like node merging or loops, in line with DG1. We will consider such advanced features in future
iterations.

4.2 Focus / Unfocus
During our formative study, we observed that AI-generated updates to the map caused participants
to spend considerable effort checking where the changes occurred, which disrupted the flow of
the discussion (DG3). Even without AI intervention, facilitators often summarize or ask clarifying
questions to help participants stay focused and prevent the conversation from becoming too scat-
tered. This observation highlighted the importance of managing attention in real-time collaborative
settings.
To address these challenges, we introduced the focus / unfocus operation for issue nodes. This

mechanism serves two key purposes:
• Human-AI Alignment: The AI needs to understand which part of the map to update, while
participants need clarity on where they should expect changes.

• Participant Alignment: The focus mechanism helps manage participants’ attention by ensuring
that everyone is discussing the same issue.
When an issue node is focused, EchoMind only updates the direct positions associated with that

issue, as well as any issues linked to those positions. Visually, this means that only the descendant
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nodes within two levels of the focused issue will be affected. Only one issue can be focused at a time,
and focus can be switched between issues. Once no issue is in focus, the system stops modifying
the map.
Facilitators are expected to actively manage focus during discussions. They should explicitly

inform participants of the current issue under discussion and navigate the focus on the map
accordingly. Forgetting to switch focus may result in AI-generated content appearing in unexpected
locations, but it will not be lost. However, this extra effort helps ensure that the AI and participants
stay aligned on the same goals.

4.3 Collaborative Interface
EchoMind’s interface is designed for human-AI collaborative issue mapping. While the AI is
responsible for automatically generating new positions and issues, the system also allows users to
manually modify and guide the process. This balance ensures that participants can leverage AI’s
automation while maintaining direct control over the discussion structure (DG4).
The interface consists of two main sections, as shown in Fig. 3. Left Panel (Transcription Area)

displays real-time transcriptions of the ongoing discussion, allowing users to follow along with
the conversation. Users can control whether to enable or pause the microphone. Right Panel (Map
Area) displays the issue map. The system periodically updates the map when there is a focused
issue. Users also have the option to manually trigger map updates via a button, offering additional
control over when changes are reflected.
AI’s Role in Map Operations. Within the focused issue, the AI can perform the following

actions (No deletion is allowed):
(1) Create New Positions: Adds new positions related to the focused issue, based on the discussion

content.
(2) Modify Existing Positions: Updates the content of existing positions to reflect new insights.
(3) Create Linked Issues: For each position without associated issues, the AI will try to generate

one if the conversation suggests further discussion.
User’s Role in Map Operations. Users can modify any part of the map, not limited to the

focused issue, as shown in Fig. 4:
(1) Create Nodes: Hover over a parent node to add a child issue or position.
(2) Modify Nodes: Click on a node’s text to edit it in place.
(3) Delete Nodes: Click the delete button to remove the node.

Fig. 4. Map operations of users. Users modify nodes by clicking on them. Hovering over either issue or
position nodes allows for the addition of new nodes. Users delete nodes by clicking the red cross in the upper
right corner. The robot icon indicates that the node can be updated in real time by the system.

Conflict Resolution in Human-AI Collaboration. We mark all AI-generated nodes by
displaying a robot icon on the node. For positions, this also indicates that they can still be updated
by the system. Once a user manually modifies a position, or if an issue has been focused on, the
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robot icon disappears. This means the nodes have been “taken over” by the user, and they can
expect these nodes will not automatically change in the future (DG4).

4.4 Real-time Generation and Modification

Generate IssuesGenerate / Update Positions

Audio

Accumulated dialogue chunks

Yeah, but actually, I was thinking... 
What about helping seniors 
communicate with younger people?

Right, and AI could also help them 
with online learning—like, hobbies 
and interests, that kind of thing.

help seniors communicate with 
younger people

Positions

help elderly people with online 
learning

Issues

How can AI bridge 
generation gaps?

How can AI help with 
online learning?

ASR

Updated Position

Issue Map

Updated Position

Created Issue

Created Issue

Manual 
Edits

Focused Issue

Focused Issue Path

User

Root …

Speak

Apply CreationsApply Creations / Updates

LLM Driven

Fig. 5. Real-time generation pipeline of positions and issues.

EchoMind provides real-time support by tracking the dynamic flow of discussions. This process
begins with continuous transcription of audio speech by an ASR (Automatic Speech Recognition)
model into sentence fragments. Building on these fragments, the system periodically evaluates
the discussion state and triggers automatic updates. Specifically, we have designed a generation
pipeline for EchoMind, as shown in Fig. 5.
Maintaining Context under the Focused Issue. The system maintains a buffer of dialogue

chunks associated with the currently focused issue. When the number of unprocessed words in this
buffer exceeds a certain threshold, the system triggers a generation process using these accumulated
chunks as input. Upon a focus switch to a different issue, the buffer is cleared, and a new context
begins accumulating.
This design addresses two key considerations. First, keeping the LLM prompt concise ensures

faster processing and prevents performance degradation in LLMs with longer inputs. Second,
maintaining sufficient semantic continuity within the buffer avoids fragmented context that may
confuse the model or reduce output quality. By scoping the LLM’s input to the buffered dialogue of
the current focus, we ensure that the input remains coherent and grounded, while other parts of the
discussion—already reflected in the issue map—are excluded from reprocessing. We recognize that
this localized scoping may constrain constrain broader coherence and cross-topic referencing—a
trade-off we accepted to prioritize predictability and user alignment in fast-paced discussions.

Generating Positions and Issues. Our generation pipeline uses OpenAI’s GPT-4o model [67]
as the underlying LLM. Once generation is triggered, the system extracts new positions from the
accumulated dialogue using prompt templates (see Appendix C.1). This process references existing
positions to determine whether to update or create a new position. We also include the focused
issue path, which is the path from the root of the issue map to the current issue. This path provides
a structured semantic trajectory of the discussion, reflecting how participants have decomposed the
problem. We deliberately exclude the entire map structure from the prompt to prevent irrelevant
branches from introducing noise or ambiguity, and to keep the prompt length within optimal
bounds for real-time inference.
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Next, the system extracts new related issues from the accumulated dialogue, representing cases
where users directly or implicitly suggest a new topic for discussion. However, this step is limited
to newly created or modified positions that do not already have a linked issue. We adopt this
conservative strategy to minimize the number of issue nodes on the screen, as we found in our
pilot study during development that generating nodes far from the focused issue distracted users
and that participants infrequently made decisions about creating new issues during conversations.

Updating the Issue Map. The system adds these updated positions and newly generated issues
to the issue map under the currently focused issue node, and skips any modifications that conflict
with manual edits. As a result, the system only updates the subgraph defined by the current focus,
and no utterance is ever linked to multiple issue paths. In this way, we ensure that the system and
the users collaborate in an unambiguous and consistent manner throughout the ongoing discussion.

4.5 Delay and User Experience
The most time-consuming step in the pipeline is the LLM invocation. Based on our pilot testing,
we observed that when switching to a new focus, the generation delay for both positions and
issues typically starts around 4 seconds. If the focus remains unchanged, and the accumulated
dialogue context under that issue exceeds 5,000 Chinese characters (approximately 14 minutes of
conversation), the average delay for generating positions can increase to around 14 seconds, while
the delay for generating issues remains under 5 seconds on average.
To mitigate the potential disruption caused by such delays, we provide a visual indicator of

updating status in the interface (see Fig. 3) to inform participants when the system is processing
input. This helps maintain user awareness and prevent confusion during delayed updates.

Notably, processing delays may not be perceived negatively in discussion contexts. Prior research
suggests that short waiting periods can enhance perceived control by providing time for reflection
or parallel activities [57]. In our setting, participants often do not attend to the interface immediately
while speaking, but instead return to it periodically for review or synthesis. From this perspective,
the observed latency may fall within a cognitively acceptable range.

5 Evaluation
We conducted a user study to evaluate the effectiveness of EchoMind in supporting group discus-
sions. The study also involved an exploratory comparison between EchoMind and an automatic
summarization system, which served as an illustrative example of existing tools, to better under-
stand how AI can provide cognitive support through a visual interface. We made this choice to
better understand how participants engage with and adapt to these unfamiliar dynamics, and to
surface key design factors and evaluation dimensions that should inform the design of future, more
rigorous comparative studies.
We adopted a within-subject design in which each team alternated between using different

systems to facilitate their discussions. We selected a consistent product design question across
all groups to ensure a moderate level of complexity. This decision allowed each participant to
contribute their thoughts while still requiring substantial discussion and reflection.

5.1 Comparison Conditions
We chose an automatic summarization system as the comparison condition, since linear document
interfaces are commonly used in discussions and many existing AI meeting tools, such as Otter.ai
[68], offer text summarization features alongside document records.

To focus the comparison on discussion facilitation rather than meeting minutes, we implemented
this comparison system, referred to as AutoDoc. It uses a rich text editing interface, where the LLM
periodically appends key dialogue points (see Appendix C.2) to the end of the document to create a
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time-sequenced record. We adopted the format to align with existing tools, rather than introducing
a new structure. The system does not delete or modify any content, but users can freely edit or
move the AI-generated content, consistent with common practices.
Both EchoMind and AutoDoc are web applications connected to a remote server, and use the

same ASR model and interface layout to control for unrelated variables. The left side of the interface
displays transcribed text, while the right side displays the map area for EchoMind and the document
area for AutoDoc. The primary distinctions between the two setups lie in the form of knowledge
representation and the mode of interaction. Further details can be found in the Appendix B.

5.2 Participants
We recruited participants through a call posted on campus social platforms. We did not require
participants to have a product design background, as real-world product design often involves
interdisciplinary collaboration, and mixed-background teams better reflect the complexity of such
discussions. Additionally, we did not disclose the discussion topic (elderly care products) in advance
to avoid recruiting domain experts or participants who might have prematurely prepared.
In total, we recruited 16 participants (6 female, 10 male, aged 19 to 26) and organized them

into four teams. All participants were native Chinese speakers, with 3 graduate students and
13 undergraduate students. Each participant had prior experience with group discussions. We
distributed the 3 participants with specific product design experience across different teams.

5.3 Setup
We held each group discussion in a dedicated meeting room. We provided each team with a laptop
for audio recording and for operating the system via keyboard and mouse. Participants accessed the
interface through the browser, which was displayed on a 65-inch LED screen (3840 × 2160 pixels)
connected to the laptop.

5.4 Task
We asked all teams to assume the role of a startup competition team, with the same task of designing
an intelligent product tailored for the elderly. The goal was to develop an initial solution through
discussion.

The discussion consisted of two sessions, each lasting 30 minutes. In the first session, the focus
was to thoroughly analyze the challenges and needs faced by the elderly in modern society. We
instructed participants to identify three key pain points with potential by the end of the discussion.
In the second session, the task was on exploring potential solution directions for each of the three
identified pain points. By the end of the session, we required participants to develop an initial
solution proposal for each problem. Although the two sessions addressed different aspects, both
followed a discussion process of divergence and convergence, requiring brainstorming, extensive
note-taking, organization, and multiple reviews throughout the discussion.
We selected one participant from each team to take responsibility as the facilitator, based on a

consideration of their experience and willingness. The facilitator was required to guide the group
discussion and maintain both systems throughout the whole process, ensuring that the entire
process was captured, rather than just the final outcomes. Although other participants did not
directly operate the system, we expected them to assist the facilitator by monitoring changes in
the interface and providing suggestions for revisions.

5.5 Procedure
For each team, the experimenter began by introducing the background of the discussion topic and
providing a printed handout with detailed context. We then selected a facilitator and explained their
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responsibilities to all participants. The team was instructed to use both EchoMind and AutoDoc,
each supporting one discussion session. The order of system usage was counterbalanced across
teams [69].

Following this, the experimenter introduced the corresponding system according to the assigned
order, allowing participants a 10-minute trial period to familiarize themselves with the system
before each session. Once all participants confirmed their familiarity, the session commenced. After
each session, we asked participants to complete a questionnaire. Upon completion of both sessions,
we conducted a 15-minute interview to gather participants’ feedback.

5.6 Measures and Data Analysis
We video-recorded all sessions with participants’ consent and employed five types of measures for
analysis.

5.6.1 Questionnaire. We collected subjective ratings from all participants. The questionnaire
focused on three aspects: discussion quality, perceived system effectiveness and value, and cognitive
load. The first two aspects were inspired by prior studies [13, 57, 94]. Cognitive load was measured
using the standard NASA-TLX [37] in a 7-point Likert scale, while the other two aspects used a
5-point Likert scale to reduce the burden on participants when completing the questionnaire. We
conducted Wilcoxon signed-rank tests for each measure.

5.6.2 Semi-structured interviews. To gather participants’ feedback and experiences on the discus-
sion process, we asked several open-ended questions, including: “Overall, how did the two discussions
differ for you?”, “How did each system support your discussions?”, and “In what scenarios would you
consider using these systems in the future?” Other questions were included to gather deeper insights,
which are not included here for brevity. One of the authors conducted a thematic analysis of the
interview results.

5.6.3 Behavioral Measures of DiscussionQuality. To provide an objective measure of discussion
quality, we defined a Discussion Quality Index (𝐷𝑄𝐼 ), which aggregates key behaviors observed
during the discussions. Inspired by relevant research [86], we identified the following behaviors
as indicators of productive and high-quality discussions: the introduction of new issues (𝐶𝐼 ), the
creation of new positions (𝐶𝑃 ), the summarization and evaluation of prior points (𝑆𝐸), referencing
or mentioning previous statements (𝑅𝐸𝐹 ), and supporting or opposing positions with elaboration
(𝐴𝑇𝑇 ). The final DQI score represents the average occurrence rate of these behaviors and serves as
a numeric measure of the overall quality of the discussions.

Two annotators (the authors) independently labeled instances of these behaviors in the conver-
sation transcripts, with a first-pass Krippendorff’s alpha of 0.585. Any discrepancies between the
annotators were resolved through discussion to reach a consensus. The annotators were not explic-
itly informed of the experimental condition associated with each transcript, but certain content cues
(e.g., participants discussing how to take notes within the system) may have implicitly revealed the
condition, which was difficult to avoid. However, we believe this does not substantially threaten
validity, as the annotations were grounded in observable behaviors, which limited interpretive
ambiguity and reduced susceptibility to bias.

5.6.4 Facilitation behavior. We also labeled the participants’ facilitation behaviors, including
guiding, planning, and monitoring the progress of the discussion. Example behaviors include: “Let’s
move on to the next issue.”, “Do you think this part of the map/text needs to be modified?”, and “Your
point is interesting, but I think we should first focus on the current issue.”
Two annotators (the authors) independently labeled the behaviors, with a first-pass Cohen’s

kappa of 0.574. Any discrepancies in labeling were resolved through discussion to reach a consensus.
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As in the previous annotation process, annotators were not explicitly informed of each transcript’s
condition, but it was difficult to prevent them from inferring it. Nevertheless, we believe any
potential bias was limited given the clear, objective criteria used for annotation.

5.6.5 Manual edits. We tracked the facilitator’s collaboration behavior with the systems, including
the frequency of operations (structural modifications) and word count (content modifications).
Structural modifications include actions like adding or deleting nodes and focusing/unfocusing
in EchoMind, as well as adding, deleting, moving, copying, or pasting lines in AutoDoc. Content
modifications capture the total number of characters added or deleted in both systems.

6 Results
In this section, we begin by presenting an exploratory comparative analysis between EchoMind
and AutoDoc, drawing both quantitative and qualitative insights. Following that, we provide a
deeper analysis of EchoMind, focusing on its performance and user interaction behaviors to reveal
specific findings about its impact on group discussions and the role of its unique features.

6.1 Exploratory System Comparison
We present the subjective ratings results for both EchoMind and AutoDoc in Fig. 6, along with
statistics from an example discussion featuring two sessions from a team in Fig. 7. A detailed
analysis is provided in the following sections.

6.1.1 Discussion quality. The results collectively show that EchoMind led to a more productive
discussion outcome. First, annotators’ objective evaluation of the discussions revealed that Echo-
Mind had a 𝐷𝑄𝐼 of 55.57 (𝐶𝐼 = 8.75,𝐶𝑃 = 25.75, 𝑆𝐸 = 9, 𝑅𝐸𝐹 = 4, 𝐴𝑇𝑇 = 8.25), while AutoDoc had
a 𝐷𝑄𝐼 of 44 (𝐶𝐼 = 6, 𝐶𝑃 = 24.25, 𝑆𝐸 = 7.25, 𝑅𝐸𝐹 = 1.25, 𝐴𝑇𝑇 = 5.25). These scores suggest that
EchoMind facilitated higher-quality discussion behaviors compared to AutoDoc.

Further, participants significantly felt they addressed the set topics more effectively (𝑝 < .05,𝑊 =

9.0) and were more satisfied with the overall quality (𝑝 < .01,𝑊 = 0.0) in the sessions using
EchoMind. Regarding the outcome, participants perceived a significantly greater depth (𝑝 <

.05,𝑊 = 19.5) and breadth (𝑝 < .05,𝑊 = 9.0) in the EchoMind sessions. Notably, P9 emphasized the
depth aspect, stating that “If the topic requires deep exploration, such as continuously branching out,
the map is more suitable.” P16 noted that the map “helps people remember more content, particularly
because its clear hierarchical structure brings key points into focus,” thereby enhancing the perception
of breadth.

The results also show that EchoMind discussion sessions were perceived to be less disorganized
(𝑝 < .05,𝑊 = 3.5) and provided a clearer sense of direction (𝑝 < .05,𝑊 = 10.0) compared to
AutoDoc sessions, indicating that EchoMind facilitated better guidance and planning during the
discussion.
In terms of guidance, the generated map structure “offered an issue-based logic”, and as the

discussion progressed, the generation of related issue nodes helped participants address issues
sequentially within the current context (P4). The issue nodes supported flexible transitions between
issues in EchoMind. For instance, when participants “delved deeply into one issue and needed to
jump back to the original issue, the map allowed them to continue seamlessly, whereas with AutoDoc,
it required scrolling back, and the distant temporal sequence of the text made it difficult to establish
new connections” (P1).
In terms of planning, participants reported that the map structure in EchoMind made it easier

to plan the next issues by providing a more intuitive display of progress. For example, P16 noted,
“When an issue has accumulated several positions, it seems like a good time to move on to the next
issue, which isn’t as clear in AutoDoc.” Additionally, in EchoMind, participants were more likely to
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Fig. 6. Subjective ratings of discussion quality, perceived system effectiveness and value. Titles in dark blue
and bold indicate significant differences (*p < .05; **p < .01).

remember and prioritize issues that they had mentioned but not yet discussed in depth, whereas
in AutoDoc, participants were less likely to bring up such issues again or give them the same
attention.

6.1.2 Perceived system effectiveness. In terms of recording, both systems accurately conveyed
users’ intentions, with no significant differences between them. This suggests that AI systems can
effectively meet users’ facilitation needs for recording, regardless of whether the information is
presented in a map or document format. However, in the reviewing phase, EchoMind showed a
significant advantage in providing a coherent and organized discussion record (𝑝 < .05,𝑊 = 3.5),
which notably helped participants clarify and refine their thoughts (𝑝 < .05,𝑊 = 3.0).

Interviews suggest that participants’ primary need was to recall relationships rather than de-
tailed content during review. In terms of revisiting key points for reviewing, AutoDoc “faithfully
recorded all key points, lacked a clear hierarchy, making it harder to find anything during review” (P5,
P6). Participants noted that “if the discussion was long, it could become quite confusing” (P5, P6). P14
commented, “You have to read through the document line by line, whereas the map is more intuitive.”
P4 mentioned that, “The map’s logical structure is very clear, which helps with memory.” These
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Fig. 7. Facilitation behaviors, structure and content operations of one team across two sessions.

findings show that the map structure effectively supported real-time organization of knowledge
paths during review.

Participants found the knowledge paths visualized in EchoMind useful. When using EchoMind,
participants focused on “which points had already been discussed and how they were distributed” (P6).
P12 mentioned, “At the start of the session, I missed some parts of the discussion while responding to
messages, but by looking at the branches on the map and the current issue, I could quickly trace the
progress.” P14 highlighted, “Seeing what we were just discussing on the map helped me shorten the
mental distance to new ideas.”

6.1.3 Facilitation behavior. The annotators recorded an average of 10.25 facilitation behaviors per
session for EchoMind and 8.75 for AutoDoc. In Fig. 7, the facilitation behavior (the first row) in
AutoDoc reflects the typical distribution of facilitation actions in discussions, with more activity
at the beginning and end and only intermittent, simple facilitation in the middle. In contrast,
the EchoMind session exhibited a marked increase in facilitation during the middle phase, while
the operations on structure (the second row) show that most focus and unfocus operations also
occurred during this middle period. This suggests that the focus feature may encourage facilitators
to take a more active role in guiding the entire discussion. Participants’ subjective ratings supported
this observation, as they reported perceiving a significantly clearer sense of direction during the
EchoMind session (𝑝 < .05,𝑊 = 10.0).

6.1.4 Manual Edits on Structure & Content. On average, EchoMind involved 13.75 structural
operations per session, with modifications covering 146.5 characters, while AutoDoc involved 17
operations and 624.5 characters. Fig. 7 presents a typical distinction between the two systems in
terms of manual edits on structure and content, showing that the facilitator made fewer edits in
EchoMind compared to AutoDoc, objectively reflecting the lower operational load of EchoMind.
Moreover, NASA-TLX ratings (Table 1) indicate that EchoMind has a significant advantage in terms
of temporal demands (𝑝 < .05,𝑊 = 4.0).

The lower modification burden in EchoMind is due to its focus mechanism, which ensures that
key point records are issue-relevant and precise. In contrast, AutoDoc records sequentially and
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indiscriminately, which “requires a lot of time to maintain” (P7). During the user study, facilitators’
collaboration strategy with AutoDoc mainly involved “selecting useful points from AutoDoc’s record,
pasting them under self-generated titles, and either ignoring the rest of the document or deleting all
unselected content” (P1, P16). This difference was especially noticeable in small group discussions,
where the facilitator also played the role of recorder. They noted that “EchoMind has a lower
cognitive load, allowing facilitators to maintain the system and facilitate the group discussion for a
longer period” (P7, P16).

6.1.5 Subjective feedback. Participants expressed a significantly higher willingness to reuse Echo-
Mind (𝑝 < .05,𝑊 = 8.5), as shown in Fig. 6. The majority (14 out of 16) indicated they would
use EchoMind in the future. During the interviews, participants discussed potential scenarios for
reusing EchoMind. For example, P1 and P15 suggested introducing EchoMind to “teaching assistants
responsible for organizing seminars”, as it could effectively help inexperienced assistants structure
coherent seminar discussions among students with diverse backgrounds. Some participants also
shared more creative ideas, such as using EchoMind to collaborate with AI for “organizing travel
plans”, “drafting research proposals”, or “taking notes during lectures” (P5, P8). These responses
confirmed participants’ recognition of EchoMind’s ability to help them organize human knowledge.
It is worth noting that documents also have their own applicable scenarios and advantages.

Participants mentioned that “EchoMind is more suitable for discussion processing, helping us better
organize the group to achieve established goals” (P1, P7), while for post-discussion purposes, they
preferred “a more formal, written summary in the form of document” (P7). Additionally, we report
the feedback from a participant with a lower willingness to reuse EchoMind. This participant, as a
highly-skilled document user, proposed that documents could more flexibly support brainstorming.
This highlights that the success of the facilitator’s collaboration with the AI system is strongly
influenced by prior experience using non-AI tools. Each system has its own applicable scenarios,
strengths, and more appropriate target users.
We also observed an interesting connection between latency and reliability in user perception.

Although EchoMind requires fewer words (50 Chinese characters) to trigger the generation of
new key points compared to AutoDoc (200 Chinese characters), some participants perceived the
latency differently. They had higher expectations for EchoMind, anticipating updates after every
brief pause. Some participants noted that the higher quality of key points generated by EchoMind
raised their expectations for the display of recorded points or the feedback deemed valuable by the
system, which in turn affected their perception of latency.

6.2 In-depth Analysis of EchoMind
In this section, we first analyze the technical performance of the EchoMind pipeline based on data
collected from the evaluation study. Next, we investigate how EchoMind’s unique focus mechanism
influences group discussions, followed by an examination of the behavioral differences between
facilitators and non-facilitators. We conclude by discussing the respective roles of the AI generation
and visual structure in supporting discussion facilitation, as well as their combined effects.

6.2.1 Post-hoc technical analysis. We demonstrate how well current LLMs perform on the tasks
of generating positions and issues, providing insights that can inform future technical designs.
Additionally, we ran a simulation to test whether automating focus switching with LLMs could
further optimize user interaction.

Position generation. In each EchoMind session, we selected 3 dialogue segments where the user
did not perform manual operations, totaling 12 segments and 34.25 minutes. One author manually
annotated all key points in these segments, while another author reviewed the annotations for
omissions or errors and discussed necessary corrections. To account for linguistic variation, both
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authors adopted a clear semantic-level matching criterion: an AI-generated position was considered
a correct match if it conveyed the same idea as a manually annotated key point, regardless of exact
wording. We acknowledge that this process involves subjective interpretation, and future work
could incorporate multiple independent annotators to improve objectivity.
The results showed that the 66 positions generated by EchoMind covered 49 out of the 52

manually annotated key points (94.23%). Additionally, 4 of the 66 generated positions were not
part of the annotated key points, representing information that was weakly associated with the
discussion.We identified twomain reasons for the 3 uncovered points. First, the discussion logic was
somewhat disjointed, making it challenging to accurately interpret. For instance, one participant
said, “Using marketing strategies like this to promote a good health supplement.” Here, the participant
was referring to an actual health supplement, not the smart product mentioned earlier by others,
but the LLM summarized the position as “The product can be marketed to the elderly using health
supplement marketing strategies.” The second case involved a lengthy discussion under one issue,
where the fast pace of speech caused the dialogue text included in the prompt to become too long,
resulting in the LLM failing to focus on the later text to extract a position. This suggests that there
is room for optimization in our pipeline’s ability to segment and compress dialogue text.

Issue Generation. This task involves generating explicit or implicit issues that may be further
discussed, which is more akin to issue suggestion based on the ongoing conversation. We evaluated
system-generated issues along two dimensions: semantic relevance and actual usage in the discus-
sion. To assess relevance, we considered a system-generated issue to be relevant if it reflected a
meaningful question or sub-topic that was semantically connected to the preceding conversation
and represented a plausible direction for further exploration. Two authors independently reviewed
all issues generated by EchoMind in the selected segments and resolved any disagreements through
discussion. All issues generated in these segments were judged to be relevant under this criterion.
However, whether these issues were actually adopted by participants is a separate matter. We

examined a total of 24 focus switches across all sessions and found that 7 of the selected issues came
from the system, while the remaining 17 were manually input by users. We identified two main
reasons why the system did not provide adequate assistance: first, participants did not mention the
issue in the dialogue; second, participants introduced new issues simultaneously when switching
focus, and the system did not have time to respond. Currently, the system design relies solely on
the accumulated dialogue up to that point and cannot update an issue once it has been generated.
This limitation restricts its effectiveness. Future designs could explore the generation of multiple
issues and dynamic updates to improve functionality.

SimulatingAutomatic Focus Switching.We conducted an exploratory test to evaluate whether
LLMs could replace users in automatically switching the focus position on the issue map. We
reviewed the moments when the system updated the map across all sessions, excluding any
instances where user interventions could have influenced the data. This resulted in 24 focus switch
records and 126 non-switch records. We prompted the GPT-4o model to predict whether a switch
should occur and identify the target issue, based on the accumulated dialogue and issue map
at those moments, as detailed in Appendix C.3. Out of 50 predicted switches, 14 were correct,
yielding a precision of 28%. Considering all ground truth switch records, the recall was 58.33%.
This indicates a high false positive rate and low recall, reflecting a poor match with the actual user
intent. When considering only whether a switch occurred, excluding the target issue, precision
and recall improved to 36% and 75%, respectively. Yet they still fell short of practical application.

We believe the primary reason for the limited predictive performance is an inherent misalignment
between the model and user intent. In many cases, participants’ focus switches were driven not
solely by the immediate content of the dialogue, but by an implicit sense of agenda progression or
group coordination needs—factors that are not directly observable in the text history. A potential
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improvement would be to incorporate explicit models of conversational structure or topic hierarchy.
For example, tracking high-level discussion phases (e.g., problem framing, solution generation,
decision convergence) could provide contextual signals that guide focus prediction. We consider
this a promising direction for improving AI alignment in real-time collaborative settings.

6.2.2 Impact of focus mechanism. We further analyzed the reasons behind the 24 focus switches.
Of these, 11 were shifts to sub-issues, 9 to sibling issues, and 4 to parent issues. These shifts to more
in-depth issues typically indicated the need for further exploration of more specific or thought-
provoking topics. For instance, the focus shifted from the “Market value” issue to the question of
“What are the main concerns of elderly people and their children as the primary consumer market?”
In another case, the discussion moved from a position about “A device for detecting emergency
situations in elderly people [...]” to the issue of “What should be detected?” The remaining switches
primarily involved concluding and transitioning to new topics. For example, after thoroughly
discussing a pain point, a participant suggested, “We should explore the market value of this product,”
leading to a switch to the “Market value” issue. Alternatively, a participant or facilitator might
propose, “We can summarize,” which would lead to a switch to the “Pain point summary” issue.

As reported in interviews, the focus feature promotes alignment and provides a sense of direction.
For alignment between participants, the focus feature “helped ensure more consistent issue align-
ment” (P5), reminding participants to “avoid irrelevant information and stay on topic” (P1, P7, P9),
which “significantly improved efficiency” (P1). The focus feature also facilitated alignment between
participants and the AI. Without it, the AI struggled to identify the specific issue being discussed,
which could lead to recording errors or incorrect generation of hierarchical nodes. P4 observed,
“Focus limits the scope of discussion, enabling the AI to organize and generate content within the fixed
topic range, producing more structured results and making it easier for us to organize our thoughts.”
Participants also highlighted the implicit value of the focus feature: “Not every sentence we say is
useful. Using focus allows the AI to filter out irrelevant information” (P3, P7).
For facilitators, the focus feature helped manage content generation at a local level without

requiring them to constantly oversee the global discussion. This approach offered a distinct advan-
tage in supporting longer facilitation sessions. For instance, regarding guidance, P13 noted, “With a
document, you have to actively think of a title to guide the next step in the discussion and decide where
to input it, while simply focusing on the nodes in the map is more convenient.” For review, participants
mentioned that “in a document, you need to put extra effort into dividing paragraphs, filtering which
parts to keep, and rearranging content” (P7), whereas “if the facilitator can effectively use the focus
feature, the AI can automatically record and organize content under the relevant issue” (P9). Overall,
participants found that focus and unfocus actions “align well with logical thinking” (P3), are “easy
to operate” (P1), and help reduce the mental load on facilitators during facilitation tasks.

6.2.3 Facilitators and non-facilitators in human-AI collaboration. We analyze the reactions of other
group members when the facilitator manages the issue map. The facilitator creates or modifies
issues specifically to facilitate the upcoming focus switch. Of these actions, participants collectively
discussed and confirmed 20 (83.33%), while the facilitator directly initiated only 4 (16.67%), which
other participants tacitly accepted. Notably, these 4 instances did not occur within the same
session, suggesting that they were not driven by individual characteristics of the participants. This
suggests that focus switching is not solely determined by the facilitator; participants are aware of
the switching actions and may even proactively suggest them. For instance, in one discussion, a
participant suggested, “How about we discuss [...]?” The facilitator and other participants responded
positively, and together they defined the content and position of the new issue.
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In terms of position management, the facilitator primarily takes control over the AI-generated
output. Typical examples include adding formatting to correct AI-generated content (e.g., prepend-
ing a summary keyword at the beginning), merging scattered content across different positions
into a single position, or adding supplementary details. These actions prevent the AI from updating
the content of these nodes. Similar to issues, in most cases, non-facilitators explicitly support these
operations, with only a few instances of tacit acceptance. Additionally, as the discussion approaches
its conclusion, participants need to consolidate the final solution and will manually input positions
instead of relying on the AI. All participants engage in the process of discussing and inputting
content during this phase.

6.2.4 Role of AI generation and visual structure. Further analysis of the discussion behaviors
revealed that EchoMind’s support for group discussion facilitation arises from both the AI pipeline’s
generation and its unique visual interface. Firstly, the hierarchical structure of the map helps
participants understand of the logical relationships between contents. For instance, participants
may point out that a new piece of information does not effectively address the current issue and
seek to place it in another location. Additionally, the parallel structure of positions under the
same issue encourages participants to check whether the content is aligned and to consciously
discuss new ideas in parallel with existing content. Participants also make use of the collapse
and focus functions of the visual interface to temporarily set aside ideas that do not move the
discussion forward, and then move on to the next topic. On the other hand, AI’s integration of long
conversations reduces participants’ cognitive load when reviewing dialogue content. Generally,
when participants conclude a topic, they can quickly review the AI-generated summary in under
10 seconds and transition smoothly to the next topic. The comprehensiveness of AI summaries also
alleviates participants’ concerns about missing important information of the conversation.

In fact, the most common scenario involves the combined effects of AI generation and the visual
structure. For example, participants may first assess whether the discussion is complete based on
the number of nodes, but they also review the content within each node to identify any potential
gaps. In the final stages of the session, participants take a comprehensive view of the map, using it
as a framework to quickly locate the areas they need to review and then examine the content of all
nodes. These observations suggest that we should not consider the map structure independently
from the content of the nodes, as they jointly influence decision-making during the discussion.

7 Discussion
7.1 Design Implications
In this section, we present insights from the user study and offer design implications for future
AI-supported facilitation using shared knowledge visualization.

7.1.1 Providing Practical Visual Structure. Our study confirms the value of providing a real-time
visual structure during discussions, particularly in helping to organize knowledge paths and users’
thoughts, facilitating better guidance and planning, and ultimately leading to productive outcomes.
This structure can be effective whether presented as a map or a hierarchical document.

The key to design a visual structure for discussion lies in finding an effective way to represent
discussion knowledge, with special consideration of the limited cognitive load capacity in real-
time reflections. The structure should not be overly complex, and it must allow participants to
naturally and effortlessly classify and organize the knowledge generated during the discussion into
appropriate hierarchy and nodes within the structure.
We employed a relatively basic structure in the form of a tree, containing only two types of

nodes—issues and positions—to support a wide range of problem-solving discussions. Actually,
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different domains have their own familiar problem-solving structures or methodologies. Based on
shared domain knowledge, it is possible to provide more practical node types, such as suggestion
nodes, conclusion nodes or to-do list nodes, or even generate discussion summary by converting
the map into a document. Therefore, determining which additional nodes to include to make the
visual structure more practical depends on the scenario and users the AI-supported facilitation
system is designed to serve.

7.1.2 Turning Organizing Expertise into Standardized Collaboration Operations. Our user study
confirmed that EchoMind interface effectively supported collaboration in group facilitation, partic-
ularly through the focus feature, which enhances alignment and maintenance while reducing the
facilitator’s operational burden for manual edits.
An interesting observation during the user study was that EchoMind functioned somewhat

like a tutor by normalizing the facilitator’s behavior. This discovery stemmed from an intriguing
phenomenon: when facilitators adhered more closely to the recommended system usage guidelines
provided before the sessions, their teammates responded more positively to the overall discussion
quality and experience. These guidelines included switching issues based on the discussion flow,
verbally announcing focus changes when using the focus feature, and consulting others before
making node edits.

The results revealed that even the facilitators with less experience in organizing product design
discussions received higher evaluations when they followed these guidelines, compared to more
experienced facilitators who did not. This suggests that the system’s required interactions, such
as focus/unfocus and manual edits, inherently promote facilitation expertise and lead to a more
inclusive collaboration environment. When facilitators used EchoMind correctly, their behaviors
became more consistent and effective, with lower cognitive effort.
In future AI-supported facilitation systems, the principle of turning organizing expertise into

standardized collaboration operations can be adopted, with careful attention to reducing the users’
operational burden.

7.1.3 Preserving Useful Context for LLMs. The key requirement for integrating LLMs into a real-
time facilitation system is that they must be prompted frequently, with high frequency and short
inputs, rather than processing large amounts of text at once. The goal is to retain all the necessary
reasoning semantics within the limited prompt length. Therefore, we cannot simply input the entire
conversation history for the LLMs to process every time. Instead, we need to filter the relevant
parts of the dialogue.

The critical factor in preserving all useful reasoning semantics lies in aligning AI’s understand-
ing with human cognitive context during the discussion. The human cognitive context during
discussions is dynamic, meaning that at different times, the memory on past dialogue shifts. Our
research explored a general cognitive model of how humans process information in discussions:
the most recent information related to the current issue is retained in detail, but not an unlimited
history. Instead, a truncated dialogue history is used, while earlier discussions are summarized as
paths and relationships from the root issue to the current issue. The user study confirmed that the
strategy we employed achieved relatively fast and accurate results.

Future designs for the cognitive context structure of LLM agents can be more finely tailored to
the specific discussion tasks. For example, creating layered summaries of the dialogue history can
retain global context while preserving different levels of information detail.

7.2 Ethical and Practical Concerns of Relying on LLMs
This study focuses on the design of elderly care products that remain neutral from a technologi-
cal ethics standpoint, avoiding politically sensitive topics. Throughout the study, there were no
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instances where the LLM actively censored or avoided responding. However, for more general
discussion contexts, the inherent censorship of LLMs can indeed have a potential impact on the
conversation [33, 58]. For example, the model may filter or alter discussions on controversial topics,
especially if the platform or model developers deem the content inappropriate. This raises concerns
about the potential limitations on freedom of expression and the scope of discussions.

Furthermore, LLMs may inherit biases from their training data [63, 90]. If the training data over-
represent certain demographic groups or perspectives, the LLM might prioritize specific viewpoints
[2, 22]. In our case, the discussion task of elderly use of technology could be affected by these biases.
For example, the model might misunderstand concepts related to parent-child relationships in the
Chinese context, adopting a Western perspective instead, or it might focus on solutions that align
with certain cultural norms, rather than considering a broader, global perspective. To address this
issue, it is important to consider training or fine-tuning the LLM with data that better aligns with
the values and cultural contexts of the target users. A potential solution could be to continuously
adapt the model based on the discussion data accumulated from users over time, allowing it to
better reflect evolving user preferences and cultural nuances.

Finally, frequent calls to LLMs incur financial and environmental costs, as they require significant
computational power [47, 75]. In our study, EchoMind averaged 74.25 API calls per 30-minute
session, which, at the rates during the study period, amounted to roughly $1 per session. To ensure
more sustainable practices, future developments should consider using smaller, more cost-effective
models, or even explore on-device deployment, which may become increasingly feasible as LLM
technology continues to evolve [25, 43].

8 Limitations and Future Work
We acknowledge several limitations in our studies. First, regarding the formative study, while
research groups are a strong foundation for understanding group dynamics in complex problem
discussion, we recognize that different groups may approach complex problems differently. Future
work could explore other types of groups to broaden the scope of our findings.

In the evaluation study, the number of groups was relatively small. Although the four groups
demonstrated strong common characteristics, increasing the study’s scale could further enhance
the robustness of both our quantitative and qualitative analysis. Our evaluation focused exclusively
on graduate and undergraduate students, whose primary discussion contexts involved coursework,
research projects, and startup competitions. While they represent a typical group for problem-
solving discussions, the results may differ for other user groups, such as teachers conducting
seminars or managers in corporate settings. A broader participant variety could provide a more
comprehensive evaluation of the system.
Additionally, the exploratory comparison between EchoMind and AutoDoc was intended as a

reference to help understand its impact, rather than a rigorous experimental comparison. Future
work could involve more controlled and systematic comparisons between EchoMind and a broader
range of conditions—for example, manipulating design variables such as the choice of LLMs, the
timing of map updates, the types and granularity of nodes, or the structural constraints of the visual
map. It could also explore new evaluation metrics, such as the timing and extent of user intervention
in the AI pipeline, or the relationship between textual input and multimodal behaviors like speech-
based interaction. These directions would help further unpack the design space of human-AI
collaborative facilitation and clarify the causal contributions of different system components.
Finally, our simulation of automatic focus switching revealed a mismatch between LLM pre-

dictions and user intent. A key limitation is that the model lacked awareness of higher-level
conversation structure or agenda flow. Future work could explore structured modeling of discussion
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dynamics to better guide AI attention and improve alignment with the evolving goals and direction
of the discussion.

9 Conclusion
In this paper, we introduced EchoMind, a human-AI collaborative system designed to support
group discussions by generating real-time issue maps. Through the integration of real-time speech
recognition and large language models (LLMs), EchoMind supports participants in structuring
and navigating complex discussions. By centering its knowledge representation around issues, the
system provides both flexibility and clarity, enabling participants to stay focused on key problems
and solutions.

Our user study with 4 teams (16 participants) comparing EchoMind with an automatic summa-
rization document system demonstrated that EchoMind is more effective at helping participants
clarify ideas, maintain focus, and improve the overall quality of discussions. The results highlight
the value of EchoMind’s map structure, which promotes knowledge review through relational
connections rather than relying solely on content. Additionally, the focus mechanism enabled
efficient alignment between users and the system with minimal operational effort, promoting
seamless human-AI collaboration. We also elaborated on the design implications of human-AI
collaborative discussion facilitation.

Our work contributes to the design of collaborative AI systems that enhance real-time discussions
through human-machine alignment and attention management. It offers new insights into how AI
can support structured, goal-oriented group interactions with minimal user intervention, and opens
new directions for optimizing human-AI collaboration in dynamic decision-making contexts.
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A Additional Evaluation Results
Subjective ratings evaluating privacy and content trust are presented in Fig. 8. The results suggest
that participants highly understood the necessity of data collection and were comfortable with the
content generated by both EchoMind and AutoDoc. The cognitive load results are displayed in
Table 1. These findings indicate a significant advantage of EchoMind in terms of reducing temporal
demands.

16 12 8 4 0 4 8 12 16

3 6 7
5 6 5

4 12
1 3 12

1 2 13
1 2 13

Trusted the content as reliable for discussion
p = 0.157, W = 2.5

Comfortable with generated content
p = 0.564, W = 2.0

Understood the necessity of data collection
p = NaN, W = NaN

Strongly disagree Disagree Neutral Agree Strongly agree
AutoDoc EchoMind

                                             Privacy and Content Trust                                             

Fig. 8. Subjective ratings of privacy and content trust metrics.

Table 1. Results of NASA-TLX ratings. Higher ratings indicate better performance. ∗∗ indicates 𝑝 < .01.

AutoDoc EchoMind Wilcoxon test
𝑀𝑒𝑎𝑛 𝑆𝐷 𝑀𝑒𝑎𝑛 𝑆𝐷 𝑊 𝑝

Mental demands 4.19 1.60 4.38 1.02 35.50 0.773
Physical demands 4.00 1.63 4.75 1.39 13.00 0.071
Temporal demands 3.94 1.39 5.25 1.13 4.00 ∗∗

Performance 4.75 1.06 5.31 1.08 3.00 0.054
Effort 3.75 1.13 4.00 1.03 13.00 0.476

Frustration 4.25 1.29 5.00 0.97 12.00 0.055

B System Implementation Details
EchoMind and AutoDoc are both built on a web-based frontend and a server backend. The frontend
utilizes React Flow (for EchoMind) and TipTap (for AutoDoc) as an interactive editor to build the
user interface. The backend runs on a Python server with FastAPI and handles the system’s core
functions.
Real-time communication between the system’s frontend and backend is facilitated via HTTP

requests and Socket.IO. The frontend transmits audio data to the backend. The backend utilizes
the open-source FunASR [31] speech recognition model to transcribe the audio and subsequently
returns the transcription results to the frontend.
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Once the transcriptions accumulate to a set threshold, the backend uses OpenAI’s GPT-4o
model gpt-4o-2024-05-13 for dialogue analysis, configured with a temperature of 0.2 to ensure
high accuracy and consistency in the generated responses. To enhance reliability in production
environments, we implement an exponential backoff retry mechanism (maximum 3 attempts) for
API requests.

B.1 EchoMind

Issue Map Visualization

Voice

Web Frontend Backend Server

Issue Map
Data Struture LLM

CallApply

FunASR

Issue Generation

Position Generation

Accumulated 
dialogues

Manual Edits

Socket.IO
/HTTP

Modify Update

Audio Data

Fig. 9. System overview of EchoMind.

EchoMind is an agent designed to automatically generate positions and issues based on user
dialogue, as illustrated in Fig. 9. When the cumulative character count of new dialogue reaches
50 Chinese characters, the system generates a summary of the positions relevant to the ongoing
issue. It also identifies derivative issues based on these positions. This approach ensures that the
conversation remains focused on the current issue while allowing the exploration of related issues.

B.2 AutoDoc
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Web Frontend Backend Server

Summary
Data Struture
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Summary Generation

Accumulated  
dialogues
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/HTTP

Modify Update

Audio Data

LLM

Fig. 10. System overview of AutoDoc.

AutoDoc is an agent designed to automatically generate summaries based on participants’
dialogue, as depicted in Fig. 10. When the cumulative word count of newly added dialogue reaches
200 Chinese characters, AutoDoc extracts and highlights key points from the recent additions.

The user interface of AutoDoc is illustrated in Fig. 11. On the left side, the transcription results
are displayed, while the document editor is located on the right side. The summary generated by
AutoDoc will appear in a toggle format at the bottom of the interface. Users have the option to add,
delete, or edit the generated content.

C Prompts
The prompts follow a dialogue format: the SYSTEMmessage defines the task requirements, while the
initial USER message includes the runtime input and any supplementary notes. Variables enclosed
in % are placeholders, which are programmatically replaced with actual values during execution.
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Fig. 11. The interface of AutoDoc.

C.1 Prompts of EchoMind

Prompt 1. Position generation of EchoMind.

SYSTEM
You are an AI meeting discussion assistant, adept at understanding discussion contents in a

structured way to facilitate participants in better organizing their thoughts and
expressing themselves. You are required to analyze given dialogue text using the IBIS (
Issue Based Information System) method for issue mapping. You will need to analyze and
modify existing issue maps and new dialogues.

## Basic Elements

- **Issue**: A question that needs exploration, presented as a concise and formal interrogative
sentence. It defines the scope of the discussion.

- **Position**: Answers or solutions, which are direct responses to the issue, should remain
neutral.

## Task Requirements

- When users specify an issue currently under discussion, you will need to add or modify a
position and its note under that issue based on the existing notes and the current dialogue.

- Capture the core key points, not every detail, and do not reproduce the original text.
- Information must remain faithful to the original dialogue, with no addition of unmentioned

elements.
- Use Chinese to generate positions and use English to write notes.

## Output Format Example
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// For each position under the current issue, provide the position followed by a brief English
note. This position content should be written in Chinese while the note should be written
in English. The note should assess whether the discussion on that position is complete. If
the generated position is a phrase or the corresponding dialogue is incomplete, note that
the discussion on this position is not finished.

// Output in XML tags (put 'None' inside the tags if there is no content):

<position_and_note>
${position_full_id} position ${position content}
// ${note content}
...
1.1 position {position 1.1 content}
// {note 1.1 content}
1.4 position {position 1.4 content}
// {note 1.4 content}
...
</position_and_note>

USER
Ongoing issue chain:
<issue_chain>
%issue_chain%
</issue_chain>

Existing positions under the current issue:
<current_positions>
%current_positions%
</current_positions>

Newly added dialogue during the discussion of this issue:
<dialog>
%dialog%
</dialog>

Read the dialogue, modify or add positions under the current issue to better align with the
dialogue content. Describe each change in natural language. Then, based on the changes,
output all updated positions and notes under the current issue.

Note:
- You can only modify the content of modifiable positions; their numbers must remain unchanged.
- For non-modifiable positions marked as 'unmodifiable', both the number and content must remain

unchanged.
- When adding new positions, use a larger number than the last existing position. For example,

if the highest number is 2.6, new positions should start from 2.7.
- Deletion of positions is not allowed.
- The content in positions must be **entirely faithful to the original dialogue**; you cannot

add new information.
- If there are **different opinions** on the same viewpoint, they should be presented within a

single position, and the note should assess whether further discussion on this issue is
likely.

- If there are multiple **similar ideas** related to the same viewpoint, they should be listed
as examples within a single position, ensuring that no important information is omitted.

- If the argument related to a position is mentioned in the dialogue, you must include that
argument in the position content.

- Do not include the original text in the positions.
- Avoid duplicate content in the positions.
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- Make sure the total number of positions is as small as possible, typically within 5, unless
the dialog explicitly mentions multiple structured aspects.

Prompt 2. Issue generation of EchoMind.

SYSTEM
You are an AI meeting discussion assistant, skilled in understanding discussion content in a

structured manner, and capable of using the IBIS (Issue Based Information System) method to
map issues. You need to break down issues from the given positions based on the user's
conversation and the existing issue chain.

## Basic Elements

- Issue: A question that needs to be explored, presented in the form of a concise, formal inquiry
. It defines the scope of the discussion.

- Position: An answer or solution, directly responding to the issue, and should remain neutral.

## Task Requirements

- The user provides the already discussed structure (issue chain), and the dialogue text (dialog)
. When you find words in the dialogue that indicate an issue will be discussed, such as "
let's discuss..." or similar phrases, pay special attention to the content that follows.
Based on this discussion and your own knowledge, extract up to two issues from the
positions listed in the positions_list. However, if the word "discuss" does **not** appear
in the dialogue text, do not make any changes.

- For extracting issues, here's an example: For the position "Determine the internal division of
labor for the experiment," the extracted issues could be "How to determine the internal
division of labor for the experiment" or "What specific tasks are involved in the
experiment."

- Be sure to evaluate the discussion value of the extracted issues. If the issue has already
been mentioned and answered in the dialogue, discard it and do not output it. Only provide
issues that have not been fully discussed.

## Output Format Example

Analysis:

${A detailed natural language analysis(use English)}

Sub Issue List:
<sub_issue_list>
${position_full_id} position ${Original position text}
${position_full_id}.${Issue number, starting from 1 within each position} sub_issue ${Content of

the split issue}
${position_full_id}.${Issue number, starting from 1 within each position} sub_issue ${Content of

the split issue}
1.1 position position_content
1.1.1 sub_issue sub_issue_content
</sub_issue_list>

USER
Currently Discussed Issue Chain:
<issue_chain>
%issue_chain%
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</issue_chain>

Positions Requiring Issue Addition:
<positions_list>
%positions_list%
</positions_list>

Below is the Latest Dialogue:
<dialog>
%dialog%
</dialog>

Notes:
- Capture the core key points, not every detail, **do not include the original text**.
- Split issues should be in question form, concise, and formal.
- The split issues should be directly related to the position.
- Only generate new issues for a position if words like "discuss" are identified; **otherwise,

do not make any changes to the corresponding position**.
- If the issue you split has a related conclusion in the dialogue, **do not output** that issue.

Instead, include the conclusion in your analysis text, and only generate issues that have
**not yet been concluded** and are **worth discussing**.Each issue you output must be
carefully evaluated for its **value** before deciding whether to include it.

- Focus only on the dialogue following words like "discuss," and do not generate issues based on
the dialogue preceding these words.

- If a position has not been discussed, **do not generate** a corresponding issue. Do not invent
issues; only generate issues when there is a clear "discussion" signal.

- The generated issues must correspond to content explicitly mentioned in the dialogue. Please **
detail** the issues you provide and **clearly reference** the original statements. If there
is no clear reference in the original text, **do not output** that issue, and **do not
suggest** an issue.

- A maximum of **1 issue** should be generated for each position.
- Please use Chinese for your **output**.
- If no issue is generated, output 'None' inside the XML tags.
- You should not change the index or content of the provided position.

C.2 Prompt of AutoDoc

Prompt 3. Summary generation of AutoDoc.

SYSTEM
You are an AI meeting discussion assistant, adept at understanding discussion contents in a

structured way to facilitate participants in better organizing their thoughts and
expressing themselves. You are required to summary the given dialogue text and provide a
concise and structured summary of the key points discussed in the dialogue.

## Basic Elements

- **Summary point**: A concise sentence or paragraph that captures the core key ideas discussed
in the dialogue, considering the context.

## Task Requirements

- Capture the core key points, not every detail, and do not reproduce the original text.
- Information must remain faithful to the original dialogue, with no addition of unmentioned

elements.
- Use Chinese to generate summary points.
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## Output Format Example

// Output in XML tags (put 'None' inside the tags if there is no content):

<summary>
- ${summary content}
- ${summary content 2}
...
</summary>

USER
Newly added dialogue during the discussion of this issue:
<dialog>
%dialog%
</dialog>

Read the dialogue, and summarize the key points discussed in the dialogue.

Note:
- The content must be **entirely faithful to the original dialogue**; you cannot add new

information.
- Do not include the original text.
- Avoid duplicate content.
- Make sure the total number of summary points is as small as possible, typically within 5,

unless the dialogue explicitly mentions multiple structured aspects.

C.3 Simulation Prompt for Automatic Focus Switch

Prompt 4. Post-hoc simulation of automatic focus switch.

SYSTEM
You are an AI meeting discussion assistant, adept at understanding discussion contents in a

structured way to facilitate participants in better organizing their thoughts and
expressing themselves. The current conversation has been mapped into an issue map, and you
need to judge whether a new issue is being discussed based on the current text dialog.

## Output Format Example

// In <switch> you should output true or false. If a new issue needs to be switched to, output
true; otherwise, output false.

// In <target_issue> you should output the issue number in the format [issue${issue number}] and
the complete issue content in the format ${complete issue content}. If a new issue needs
to be switched to, output the number of the new issue and its content; if no switch is
needed, output the current issue's number and its content.

<switch>
${true | false}
</switch>

<target_issue>
[issue${issue number}] ${complete issue content}
</target_issue>
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USER
Complete issue map:
<issue_map_full>
%issue_map_full%
</issue_map_full>

Currently discussed issue:
<current_focused_issue>
%current_focused_issue%
</current_focused_issue>

The participants' dialogue:
<dialog>
%dialog%
</dialog>

Note:
- Focus on the "trend" in the conversation, i.e., whether the participants have shifted from the

current issue to a new discussion topic.
- If the conversation gradually diverges from the current issue and starts discussing new

content, consider it a switch to a new issue.
- You can only choose issues from the issue_map_full; do not create new issues yourself.
- If a switch to a new issue is needed, output true, the issue number and content of the new

issue; if no switch is needed, output false, the current issue's number and content.
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