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Figure 1: Experimental settings for the Mixed Reality condition in the study. Two roles are assigned to a dyad of participants: one
collects and assembles the physical blocks as the Local Worker and the other gives instructions as the Remote Helper. Local
Worker wears an Augmented Reality headset where they see the virtual avatar of Remote Helper in the local environment. Remote
Helper wears a Virtual Reality headset where they see a scanned replica of the local environment and point cloud of Local Worker.

ABSTRACT

Sense of co-presence refers to the perceived closeness and interac-
tion between participants in a collaborative context, which critically
impacts the collaboration experience and task performance. With
the emergence of Mixed Reality (MR) technologies, we would like
to investigate the effect of MR immersive collaboration environ-
ment on promoting co-presence in a remote setting by comparing
it with non-MR methods, such as video conferencing. We conduct
a comparison study, where we invited 14 dyads of participants to
collaborate on block assembly tasks with video conferencing, MR
system, and in a physically co-located scenario. Each participant of
a dyad was assigned either a local worker to assemble the blocks or
a remote helper to give the instructions. Results show that MR sys-
tem can create comparable sense of co-presence with co-located sit-
uation, and allow users to interact more naturally with both the en-
vironment and each other. The adoption of mixed reality enhances
collaboration and task performance by reducing reliance on verbal
communication and favoring action-based interactions through ges-
tures and direct manipulation of virtual objects.
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ity.

1 INTRODUCTION

Globalization has diversified work environments, spreading team
members across different cultures and time zones [60], while tech-
nology advancements have shifted collaboration from physical co-
location to remote, offering significant convenience. Popular re-
mote collaboration tools, such as Zoom' and Skype?, rely on
2D window-based interfaces, which limit spatial and depth per-
ception [7], restrict non-verbal communication like gestures [41],
gaze [75], and body language [38], crucial for face-to-face interac-
tions. This limitation separates the physical task space from com-
munication space [13], which significantly reduce the perceived co-
presence [39] between the remote collaborators.

Co-presence refers to the sense of individuals feeling together in
a virtual environment, becoming “accessible, available, and subject
to one another” [19]. It is a key goal for various remote collabo-
ration systems to reduce psychological distance, enhance connec-
tion, enthusiasm, and satisfaction in remote collaboration [68]. To
achieve a high level of co-presence, researchers have developed sys-
tems leveraging immersive technologies, e.g., Mixed Reality (MR),
as collaborators can be immersed in the same virtual environment
and are able to communicate with each through full-body interac-
tions [8, 81].

Our research investigates how different collaboration settings
(co-location, video conferencing, MR collaboration) impact the
sense of co-presence between two collaborators in a remote assis-
tance scenario. We address three research questions: Is MR col-

Uhttps://zoom.us/
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laboration more similar to co-located collaboration in terms of co-
presence compared to video conferencing? (RQ1) Does MR en-
able behaviors more similar to co-located scenarios? (RQ2)What
behaviors indicate the sense of co-presence?(RQ3)

We chose block assembly as the collaboration task. One collab-
orator will serve as the local worker, who is tasked to search for
block pieces and assemble them to form a target pattern. The other
collaborator will be the remote helper who has the instructions on
the target pattern and the required pieces at hand. In the task, it
requires remote helper to make sense of local worker’s physical
environment to guide the search and the status of the blocks to in-
struct the assembly steps. The task also requires local worker to
understand remote helper’s instructions and descriptions. In such a
setting, the collaboration can be effective probe to test co-presence,
as with optimal co-presence level, the collaborators should work as
immersively as if they are in the same physical space.

To measure co-presence, we collected task completion time, sub-
jective co-presence ratings, and also recorded communication be-
haviors, including speech and actions. The consideration is that
behavioral features like deictic actions, word count, and confirma-
tion methods can reflect how well the collaborators felt being in the
same space. For example, when they were immersed in the task
and forgot the remote nature of collaboration, they unintentionally
pointed to a physical object in the environment, which may or may
not be observed by the remote collaborator.

Our results show that metrics such as physical presence and psy-
chological social presence in MR are closer to co-located collabora-
tion than video conferencing, suggesting MR effectively enhances
co-presence (RQ1). MR also facilitated communication behaviors
(e.g., word count, demonstrative pronouns) that more closely re-
semble co-located scenarios (RQ2). Additionally, correlations be-
tween demonstrative pronouns, confirmation methods, task-related
actions, and performance suggest these behaviors serve as indica-
tors of co-presence (RQ3).

The main contributions of our work include:

* We provide empirical evidence that MR offers a sense of co-
presence comparable to co-located scenarios, important for
organizations transitioning to remote work.

* We identify behavioral indicators of co-presence, such as
body language visibility and interactive speaking patterns,
which can serve as objective metrics for future studies.

2 RELATED WORK
2.1 Sense of Co-presence in MR Remote Collaboration

Sense of co-presence, originating from Goffman, refers to the feel-
ing of being together in a virtual environment where individuals are
“accessible, available, and subject to one another” [20]. It is further
conceptualized as a psychological connection between minds [45]
and plays a key role in enhancing the effectiveness of MR remote
collaboration [12]. Enhancing co-presence improves spatial per-
ception [67], communication efficiency [4], and emotional connec-
tion [57]. Co-presence includes two parts: physical presence, the
sense of “being there,” and social presence, the sense of “being to-
gether with another” [54, 24]. This study adopts a definition that
combines physical and social presence, following Hein’s conceptu-
alization [24].

Previous research has identified several factors influencing co-
presence in remote collaboration. Early studies focused on sharing
video and verbal cues via phone and video conferencing, which
proved inefficient and less immersive [49, 43] due to the lack of
non-verbal cues [74, 1]. MR enhances remote collaboration by pro-
viding better spatial clarity and larger interaction spaces [15].

Recent research has shifted towards understanding and improv-
ing co-presence, focusing on: (1) the effects of individual and

multi-modal communication cues, such as eye gaze [23] and fa-
cial expressions [37]; (2) sharing task space views, like 360-degree
panoramas and real-time point clouds [70, 72]; and (3) human fac-
tors, including perception, cognition, and user profiles [34].

Co-presence is influenced by factors like input/output modalities
and perspective sharing [15], which have been studied to improve
collaboration. To verify improvements in MR remote collaboration,
studies often use an unimproved MR system or video conferencing
as a baseline [3, 66].

Based on related work, we formulated RQ1 to compare MR re-
mote collaboration with co-located collaboration in terms of co-
presence, especially against traditional video conferencing. We aim
to explore whether MR’s immersive features simulate co-located in-
teractions more effectively. To address RQ1, we conducted a com-
parative study of three collaboration settings and their impact on
co-presence.

2.2 MR remote collaboration system setup

Remote collaboration systems are designed to bridge the gap be-
tween geographically distributed users, enabling seamless interac-
tion through advanced technologies. A key focus has been on in-
tegrating physical and virtual elements to enhance collaboration.
Frameworks like Partially Blended Realities align dissimilar phys-
ical and virtual spaces through adaptive environment mapping and
shared spatial references, enabling distributed teams to collaborate
effectively [21]. Similarly, systems such as the Immersive Interac-
tive Virtual Cabin (IIVC) incorporate physical features of users’
environments into virtual spaces, addressing tracking issues and
improving situational awareness during collaborative tasks [14].
Building on this, SurfShare facilitates lightweight sharing of phys-
ical surfaces and spatially consistent virtual replicas, ensuring pre-
cise alignment between physical and virtual elements for activities
like design reviews [26]. Multimodal interfaces, combining visual,
auditory, and haptic feedback, have become essential for enabling
intuitive communication and task execution [34].

To enhance co-presence, systems now focus on fostering natu-
ral interactions through features like dynamic avatars, spatial an-
notations, and shared virtual landmarks. These tools bridge the
communication gap, align collaborators’ focus, and reduce ambi-
guity, making them indispensable for spatial referencing and ef-
fective task coordination [40, 42, 52]. Telepresence technologies,
such as life-size projections and 360-degree video sharing, further
enhance co-presence by enabling natural, face-to-face-like interac-
tions [50, 53].

Innovations like virtual replicas and tangible interaction tools
bridge the gap between physical and virtual environments, sup-
porting collaboration across different scales and complexities [46].
Awareness cues, such as gaze direction and gesture tracking, pro-
vide additional support by helping collaborators understand each
other’s focus and actions in real time [51].

Many MR remote collaboration systems leverage bi-directional
collaboration to enable real-time, interactive participation across
co-located and remote users. For instance, the Blended Whiteboard
integrates physical affordances with MR flexibility to support dy-
namic workflows [22], while Loki employs bi-directional telepres-
ence to enhance remote instruction through mutual communication,
spatial alignment, and immersive interaction [71]. These systems
highlight the widespread adoption of bi-directional approaches in
fostering immersive, efficient, and equitable distributed teamwork.

Common MR remote collaboration setups integrate environmen-
tal information, shared virtual landmarks, multimodal interfaces,
and virtual avatars to enhance co-presence, communication effi-
ciency, and task coordination by blending physical and virtual en-
vironments.



2.3 Measuring sense of co-presence through behav-
ioral observation

Current approaches to measuring co-presence fall into three cat-
egories: (1) physiological measurements, (2) behavioral observa-
tions, and (3) subjective measures [24]. Most research relies on
subjective measures, such as questionnaires [55], accounting for
96.6% [65]. While subjective measures are easy to apply and low
cost, they are prone to biases and may not capture real-time feel-
ings [17]. Factors like memory, current emotional states [33], and
questionnaire design [59] can also affect accuracy.

Behavioral observation provides an objective alternative by mea-
suring postural and adaptive behaviors, offering more realistic re-
sponses to virtual environments [16, 48]. Virtual environments and
the presence of others can influence user behaviors [78]. Accord-
ing to Clarke and Brennan’s Grounding model, people continually
exchange information to establish a common ground or shared un-
derstanding [10]. One source of common ground is physical co-
presence, particularly having a shared visual space [11]. In task-
space collaboration, sharing remote pointing or gesture cues is cru-
cial for conversational grounding [36]. Studies have shown that
behaviors, such as postural adjustments [62] and attention-based
measures [44], are useful for assessing co-presence.

Recent investigations into MR co-presence predominantly rely
on subjective measures, such as questionnaires, supplemented by
completion time as an objective measure [40, 50]. However, a
growing body of research is beginning to explore unique behav-
ioral phenomena within MR remote collaboration. These include
spatial expressions [42], indicative gestures [64], conversational ef-
ficiency [6], referencing behaviors of helpers [32, 42], gaze syn-
chronization rates, and travel distances [S1]. Despite these insights,
there remains a notable gap in understanding how these behaviors
directly relate to co-presence in MR environments.

Based on this, we formulated RQ2 and RQ3, aiming to com-
pare behavioral and speaking patterns across co-located, MR, and
video conferencing scenarios, and identify behaviors and language
features as indicators of co-presence.

3 IMPLEMENTATION

To enable the comparison of collaboration behaviors in different
settings, we adopt existing software (Zoom) for video conferencing
and build up our own MR collaboration system for Mixed Reality
condition. In the remaining of this session, we describe the design
and implementation of this system.

3.1 Design

The system (Figure 1) supports remote collaboration between a lo-
cal worker and a remote helper. Based on Seungwon Kim et al.’s
2018 study, remote expert collaboration improves communication,
focus, and enjoyment compared to mutual collaboration [35, 69],
which guided our system and experiment design. The local worker
performs physical tasks (Section 4), while the remote helper pro-
vides instructions. Given the asymmetry in tasks, we developed
separate applications: an Augmented Reality (AR) app for the local
worker to interact with their environment and receive AR guidance,
and a Virtual Reality (VR) app for the remote helper to immerse in
a virtual replica of the worker’s environment. The two apps syn-
chronize via WiFi and record behavioral data during collaboration.

3.2 AR application for local worker

As shown in Figure 1 (left), the local worker can see their physical
environment with a virtual avatar representing the remote helper.
Using the passthrough feature of Quest Pro, we achieve AR effects
for the local worker while capturing the remote helper’s position

and body movements. Meta Avatars SDK 3 was used to create a
neutral avatar showing the helper’s head, upper body, facial expres-
sions, and gestures, transmitted via Photon PUN2 4.

In the task environment, the local worker manipulates nine dif-
ferently shaped physical blocks. In the MR scenario, they also see
virtual blocks operated by the remote helper, with positions and di-
rections synced via Photon PUN2.

3.3 VR application for remote helper

To help the remote helper understand the task environment, we cre-
ated a hybrid virtual environment by combining a pre-scanned en-
vironment mesh with a real-time point cloud model, providing real-
time updates on the local worker’s location (Figure 1, right). The
scanning process used Agisoft Metashape® to generate a 3D model
by capturing digital images of the task environment and creating a
mesh using operations like Add Photos, Align Photos, and Build
Mesh.

Individual blocks were scanned separately using a similar
method. Real-time point clouds were captured with two Azure
Kinect cameras using Azure Kinect SDK®. We used the Azure
Kinect Examples for Unity package’ to convert color and depth
frames into point-cloud data. After calibrating and aligning spatial
data from both cameras, we merged the point cloud model with the
pre-scanned environment in Unity through manual adjustment.

3.4 Apparatus

The prototype system used two Oculus Quest Pro headsets, with
the local worker using AR via passthrough and the remote helper
using VR tethered to a desktop. Both AR and VR systems were
developed in Unity 3D (2021.3.16c1), and Photon PUN2 was used
to transmit spatial data such as the avatar’s head, hands, and digital
blocks. Furthermore, audio communication within the mixed real-
ity (MR) collaboration system was facilitated using Photon Voice®.
Two Microsoft Azure Kinect cameras were positioned at two cor-
ners of the workspace to maximize coverage. The cameras were
configured to operate at a color resolution of 720p and the Wide
Field-Of-View Unbinned mode for depth information, achieving a
frame rate of 30 FPS..

4 STUDY METHOD

This study explores how MR remote collaboration compares to co-
located collaboration and video conferencing in terms of perceived
co-presence (RQ1), the resemblance of speaking and actions to co-
located scenarios (RQ2), and identifying behaviors that indicate co-
presence (RQ3).

In Video Collaboration, participants used a video meeting app,
with the local worker holding a mobile device to navigate, while the
remote helper joined via phone. The local worker could indepen-
dently adjust the camera based on the task scenario and the remote
helper’s needs, similar to the way video conferencing software is
used in daily life. For instance, the local worker moved the camera
to locate blocks and focused on the workspace to confirm assem-
bly accuracy with the remote helper. In MR Collaboration, the lo-
cal worker wore an AR headset, and the remote helper used a VR
headset. Co-located Collaboration served as a baseline, where both

3https://developer.oculus.com/documentation/unity/meta-avatars-
overview/

“https://www.photonengine.com/zh-cn/pun

Shttps://www.agisoft.com/

Ohttps://learn.microsoft.com/en-us/azure/kinect-dk/sensor-sdk-
download

7https://assetstore.unity.com/packages/tools/integration/azure-kinect-
examples-for-unity-149700

8https://doc.photonengine.com/zh-cn/voice/current/getting-
started/voice-intro



participants were in the same room, communicating naturally. Dur-
ing the experiment, the remote helper assumed the role of a guide,
while the local worker was responsible for executing the assembly
tasks. To maintain consistency across all three experimental con-
ditions and ensure that the local worker independently performed
the assembly tasks, the remote helper was explicitly instructed to
refrain from directly interacting with the blocks, even in the co-
located setting.

4.1 Participants

We recruited 28 participants (18 female, 10 male) aged 19 to 29 (M
=23.14, SD = 2.45) to form 14 worker-helper dyads, with seven
dyads knowing each other beforehand. Most participants were stu-
dents from various backgrounds, including Architecture, Data Sci-
ence, and Electronic Information.

26 participants had prior VR experience, and 13 had used AR de-
vices. All participants provided informed consent, and audio/video
recordings were made with consent. Participants received $14 per
hour for completing the experiment.

4.2 Experiment Setup

Figure 2: Guidance cards showing the specific blocks required for
each task and step-by-step instructions for the assembly.

The experiment took place in two rooms, each approximately 2.5
by 5 meters. The local worker’s room contained a bookcase, two
sofas, a chair, and four desks, while the remote helper’s room had a
slightly different layout (Figure 3). In each scenario, collaborators
completed two tasks with 9 blocks scattered around the room. The
local worker had to find and assemble either 7 or 4 blocks while ig-
noring 2 or 5 unwanted blocks. The grey desk in the middle served
as the assembly platform. In the remote helper’s view, guidance
cards appeared to instruct where to find and assemble the blocks.
As illustrated in Figure 2, the guidance cards detailed the specific
blocks required for each task and provided step-by-step instruc-
tions for their assembly. During the experiment, each dyad was
tasked with completing seven block assembly activities guided by
the instructions on the cards. These tasks included three assemblies
consisting of seven blocks each and three assemblies consisting of
four blocks each. To mitigate potential familiarity bias, the block
assembly tasks were randomly distributed across co-located, MR,
and video conferencing conditions. In the MR condition, the guid-
ance cards were presented as virtual objects within the environment,
while in the other two conditions, they were presented as physical
cards. Additionally, the local worker was instructed not to directly
view the contents of the guidance cards. One set of blocks was used
during a preliminary training phase to familiarize participants with
the task procedure and the equipment utilized in the experiment.

4.3 Collaboration Tasks

We selected block finding and building as the collaborative task,
commonly used in remote collaboration studies [5, 23]. The task
requires the local worker to seek guidance from the remote helper
due to a lack of essential information, encouraging communication
about progress and next steps: Sub-task 1 - Block Finding: The

local worker collects scattered blocks, relying on the helper’s guid-
ance to identify the correct blocks while navigating interference
from irrelevant blocks. Sub-task 2 - Block Building: The worker
assembles the blocks into a predetermined shape on the table with
guidance from the remote helper.

4.4 Procedure

We conducted within-group experiments across three scenarios.
Each dyad completed two sub-tasks—Blocks Finding and Blocks
Building—in video, MR, and co-located collaboration settings. The
sub-task order was fixed, but the order of collaboration scenarios
was randomized to reduce familiarity bias. Task object locations
and final shapes were adjusted to ensure similar difficulty across
scenarios.

Upon arrival, participants signed consent forms and completed a
demographic questionnaire. Both remote helpers and local work-
ers were trained on the Quest Pro. After training, workers were
brought to the task environment and briefed, while helpers received
instructions in a separate room. In the co-located scenario, both
completed the task in the same room, with the worker performing
operations and the helper providing guidance. After each scenario,
participants completed questionnaires and brief interviews.

4.5 Measurements

We used questionnaires, audio and video recordings, and interviews
for data analysis. The questionnaires assessed participants’ per-
ceived co-presence (physical and social) and workload during tasks,
using a 7-point Likert scale (e.g., Strongly Disagree - 1; Strongly
Agree - 7). Interviews and recordings were used to confirm ques-
tionnaire results and explore underlying reasons. Audio and video
data were disassembled into behaviors to analyze their correlation
with co-presence.

4.5.1 Physical Presence Measures

To measure the helper’s immersion in the virtual environment, we
combined the Slater-Usoh-Steed Questionnaire (SUS) [63, 73] and
Presence Questionnaire (PQ) [79, 80] to assess their perception and
control over the MR environment. SUS captures the subjective ex-
perience of presence, while PQ focuses on control and sensory fi-
delity, both essential for evaluating how well the MR environment
mimics real-world interactions.

4.5.2 Social Presence Measures

Effective collaboration required communication between the
worker and helper. We divided social presence into psychologi-
cal and operational components. The Inclusion of Other in the Self
(I0S) Scale [2] measured psychological closeness (psychological
social presence), while the Social Presence Module of the Game
Experience Questionnaire (GEQ) [28] assessed how much atten-
tion participants paid to their counterpart during tasks (operational
social presence).

4.5.3 Interview

Semi-structured interviews were conducted to gain insights into
participants’ experiences, focusing on their perceptions of the en-
vironment, collaboration, task complexity, and speaking/action pat-
terns across different scenarios and roles. We also asked what as-
pects of the MR collaboration scenario would make them feel more
like collaborating in person.

4.5.4 Users’ Behaviors

To assess participants’ behaviors (RQ2 and RQ3), we recorded au-
dio and video during the experiments with participants’ consent.
Audio was captured using a recording pen on each subject’s col-
lar to analyze speech content and communication frequency. Video
was recorded via a webcam in each room. The data were segmented



Collaboration Task

D hic Audi de . 1% jre D

Settings: Co-located, MR, Video
Assign order randomly to reduce disturbance of fatigue

i Oculus Quest Pro -;
Guidance Card |

‘, / > N ) Zits &
~ N . 9 N
- - , " | / . \ / :
. W - et w , ’ < s NS>
Remote Hel Local Worki s > > \od ! - -
per ocal Worker P’ P }’}/ = 3 = >
Physical Block  Virtual Block @ 2 - < e » i << i

L & > gi”
o _ Co-located setting
-

: - g
’ |
P MR setting ¥ ! Video setting
- 7
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followed by an exit interview.

into behaviors, such as communication frequency, use of demon-
strative pronouns (audio), and the proportion of task-related and
deictic actions (video).

4.5.5 Task Performance

Before the experiment, participants were informed that the task
would end only upon correct completion. Thus, task completion
time was used as the primary measure of performance, indicating
that the blocks were assembled correctly.

4.6 Data Analysis

Before data analysis, we identified outliers based on task comple-
tion time for each group in each scenario. Outliers were defined as
times exceeding three standard deviations from the scenario’s aver-
age. Based on this, we excluded the first task of Group 2 and 11
in the co-located scenario, and the first task of Group 14 in the MR
and video scenarios.

4.6.1 Questionnaire Data Analysis

For questionnaire analysis, we assessed physical and social pres-
ence. Physical presence was measured using average scores from
the SUS (Slater-Usoh-Steed) and PQ (Presence Questionnaire)
scales. Social presence was evaluated using the IOS (Inclusion of
Other in the Self) and GEQ (Social Presence Module of the Game
Experience Questionnaire) scales. IOS measures cognitive percep-
tion of psychological closeness, while GEQ evaluates operational
social presence. 10S is a single-item scale, and GEQ scores were
summed and averaged according to its guidelines.

4.6.2 Video Data Analysis

This study used both video and audio data to analyze the behaviors
of remote helpers and local workers, aiming to comprehensively
observe speaking and actions during remote collaboration. Below is
the coding process for transforming the recordings into quantitative
data.

Two researchers independently analyzed two sets of data from
14 groups, reviewing 12 videos across three scenarios. Weekly
meetings helped resolve discrepancies and refine the initial code-
book, categorizing actions into task-related actions and deictic
actions. Task-related actions include searching, picking up, rotat-
ing, and moving blocks, essential for understanding object manip-
ulation across scenarios. For remote helpers, deictic actions, like
gesturing towards block positions and illustrating rotations, were
key for effective non-verbal communication. This codebook was
then applied to code the remaining 10 groups, further refining the
analysis.

4.6.3 Audio Data Analysis

Audio recordings were transcribed into Chinese and proofread for
accuracy. We analyzed the total number of words spoken during
tasks and identified confirmation strategies, including pre-question
confirmations (feedback before a question) and after-question
confirmations (feedback after a question). We also examined the
use of demonstrative pronouns “’this” and “that,” excluding non-
referential instances. This approach enabled a precise assessment
of speaking strategies and their role in task completion.

For parametric data, we first used the Shapiro-Wilk test to assess
normality. If normality was violated, the Friedman test was applied;
otherwise, Repeated Measures ANOVA was used. Mauchly’s test
examined sphericity, and if violated, the Greenhouse-Geisser cor-
rection was applied.

5 RESULTS
5.1 AQuantitative Data Analysis Result
5.1.1 Sense of Co-presence

For local workers, the Friedman test showed no significant dif-
ferences in physical presence or operational social presence, but
a significant difference in psychological social presence (F =
3.376, p < 0.05). LSD post-hoc revealed no significant difference
between co-located and MR scenarios, but video conferencing had
significantly lower psychological presence (I —J = —1.286, p <
0.05).

For remote helpers, significant differences were found in physi-
cal, psychological, and operational social presence. Video confer-
encing had significantly lower physical presence compared to co-
located (I —J = —1.551, p<0.05)and MR (I —J = —1.327, p <
0.05). Operational presence was lower in MR compared to co-
located (I —J = —0.976, p < 0.05) and video conferencing ( —J =
—1.083, p <0.05). Psychological presence was also lower in video
conferencing than in co-located (/ —J = —1.571, p < 0.05).

These results indicate that MR aligns more closely with co-
located scenarios in terms of perceived physical and social pres-
ence compared to video conferencing. However, MR shows a con-
trasting trend in operational and psychological social presence, as
discussed in Section 6.

5.1.2 Action

In the co-located scenario, the Friedman test showed significant
differences in task-related actions across the three scenarios (F =
34.234, p < 0.05). LSD post-hoc tests revealed that task-related
actions in MR were significantly higher than in co-located (I —J =



18.750, p < 0.05) and video conferencing (/ —J = 19.000, p <
0.05), likely due to the remote helper manipulating virtual blocks.

For the local worker, the Friedman test also showed signifi-
cant differences (F = 3.928, p < 0.05). LSD post-hoc revealed
fewer task-related actions in MR compared to co-located (I —J =
14.643, p < 0.05) and video conferencing (I —J = 15.714, p <
0.05), likely due to more effective guidance in MR, reducing trial
and error.

We analyzed deictic actions by the remote helper across the three
scenarios. The Friedman test revealed significant differences (F =
11.031, p < 0.05). LSD post-hoc tests showed deictic actions were
significantly higher in the co-located scenario compared to MR (I —
J =7.000, p < 0.05) and video conferencing (I —J =7.571, p <
0.05), likely because the remote helper prefers gestures when in the
same environment.

5.1.3 Speaking

Total Number of Words Spoken.

For local workers, the Friedman test showed a significant dif-
ference across scenarios (F = 6.164, p < 0.05). LSD post-hoc re-
sults (Figure 4 III.1) showed no difference between co-located and
MR, but significantly more words were spoken in video conferenc-
ing compared to co-located (I —J = 144.640, p < 0.05) and MR
(I—J=107.360, p <0.05).

For remote helpers, the Friedman test also showed a signifi-
cant difference (F = 7.518, p < 0.05). LSD post-hoc revealed
no difference between co-located and MR, but significantly more
words were spoken in video conferencing compared to co-located
(I—J=478.040, p < 0.05) and MR (I —J =493.200, p < 0.05).

These results suggest that speaking performance in co-located
and MR scenarios is more similar in terms of total words spoken.

In the co-located scenario, the Friedman test showed a significant
difference in speaking frequency across scenarios (F = 3.561, p <
0.05). LSD post-hoc results revealed no difference between co-
located and MR for local workers, but significantly higher speaking
frequency in video conferencing compared to co-located (I —J =
0.318, p=0.011).

For remote helpers, the Friedman test also showed significant
differences (F = 3.778, p < 0.05). LSD post-hoc showed no dif-
ference between co-located and MR, but higher speaking frequency
in video conferencing than MR (/ —J = 1.484, p < 0.05).

These results suggest that speaking frequency is more similar
between co-located and MR scenarios.

Confirmation Methods.

We quantified the number of confirmations made by local
workers and remote helpers, including pre-question confirmations
(helpers provide feedback before questions) and after-question con-
firmations (feedback after questions). The confirmation rate was
calculated by dividing the total confirmations by the total words
spoken.

The Friedman test showed significant differences in overall con-
firmation counts (F = 5.731, p < 0.05), pre-question confirma-
tions (F = 5.422, p < 0.05), and after-question confirmations (F =
4.797, p < 0.05). LSD post-hoc tests found no difference between
co-located and MR for overall counts or after-question confirma-
tions. However, video conferencing had significantly higher confir-
mations than MR (I —J = 5.240, p < 0.05). Pre-question confir-
mations were lower in MR than in co-located (I —J = —1.120, p <
0.05) and video conferencing (I —J = —1.640, p < 0.05), while
after-question confirmations were lower in MR than video confer-
encing (/ —J = —4.040, p < 0.05).

The Friedman test showed significant differences in overall con-
firmation rates (F' = 3.574, p < 0.05) and after-question confirma-
tions (F =4.279, p < 0.05). LSD post-hoc results showed no dif-
ference in overall confirmation rates between video conferencing
and co-located scenarios, but MR had a significantly lower rate

than co-located (I —J = —0.006, p < 0.05). Pre-question rates
showed no differences, but after-question rates were lower in MR
than in co-located (/ —J = —0.004, p < 0.05) and video conferenc-
ing (I —J =—-0.003, p <0.05).

These results suggest that confirmation behaviors are more sim-
ilar in co-located and video conferencing scenarios, both showing
higher counts and rates than MR. Further discussion follows in sub-
sequent sections.

Demonstrative pronouns.

We analyzed the frequency and proportion of demonstrative pro-
nouns “this” and “that” used by local workers and remote helpers
across the three scenarios. The proportion was calculated by divid-
ing the frequency of demonstrative pronouns by the total number of
words spoken in each scenario.

The Friedman test showed a significant difference in total
demonstrative pronouns for local workers across the scenarios (F =
7.238, p < 0.05). LSD post-hoc tests found no difference between
co-located and MR, but significantly higher frequency in video con-
ferencing compared to co-located (I —J = 9.240, p < 0.05) and
MR (I —J =9.760, p < 0.05). For remote helpers, no significant
difference was found across scenarios (F = 2.128, p > 0.05).

For the average rate of demonstrative pronouns, local workers
showed significant differences (F = 3.373, p < 0.05), with the
rate in co-located significantly higher than MR (F = 0.047, p <
0.05). Remote helpers also showed a significant difference (F =
7.196, p < 0.05), with video conferencing rates significantly lower
than in both co-located (F = —0.014, p < 0.05) and MR (F =
—0.016, p <0.05).

We analyzed the proportions of “’this” and “that” across scenar-
ios, suggesting “this” indicates closer proximity and “that” sug-
gests greater distance. For local workers, the average proportions
of “that/this” were 0.469, 0.227, and 0.141 (SD = 0.089, 0.429,
0.195) for co-located, MR, and video conferencing, respectively.
The Friedman test showed no significant difference across scenar-
ios.

For remote helpers, the average proportions were 0.866, 0.439,
and 1.735 (SD = 1.134, 0.332, 1.486), with a significant difference
across scenarios (F = 9.082, p < 0.05). Video conferencing had
a significantly higher proportion compared to co-located (I —J =
0.869, p < 0.05) and MR (I —J = 1.296, p < 0.05).

In summary, co-located and MR scenarios were more similar in
pronoun usage, though local workers used fewer pronouns in MR,
indicating greater reliance on these expressions in co-located set-
tings.

Task completion time was the primary performance measure,
recorded when participants correctly assembled the blocks. The
average times (in seconds) for co-located, MR, and video con-
ferencing were 189.38, 293.44, and 383.33, with standard devi-
ations of 25.296, 40.997, and 60.272, respectively. The Fried-
man test showed a significant difference in task completion times
across scenarios (F' = 4.631, p < 0.05). As shown in Figure 4
VI.2, there was no significant difference between co-located and
MR (I —J =104.060, p > 0.05), but video conferencing time was
significantly higher than co-located (/ —J = 193.949, p < 0.05).

5.2 Qualitative Data Analysis Result

After the experiment, we conducted interviews with remote helpers
and local workers to gather their subjective perceptions of presence,
actions, speaking, and performance, along with the reasons behind
these perceptions. Participants were numbered 1 to 14, with remote
helpers labeled as "R’ and local workers as ”L.”

5.2.1 Sense of Co-presence

Perceptions of the Work Environment by Remote Helpers.
Twelve of fourteen remote helpers found co-located and MR sce-
narios more realistic than video conferencing. Six preferred co-
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located, three favored MR, and three saw no major difference. Co-
located and MR provided a better understanding of the environ-
ment, while video conferencing was limited by a restricted field of
view (R12: "My field of view is limited... I can only describe blocks
and let them find them.”). MR compensated for the lack of physi-
cal presence, but some (R13) felt it emphasized their absence. Five
helpers likened MR to VR, noting its sparse point clouds and lack of
realism (R13: "I can walk through the point clouds, which doesn’t
feel real.”) and missing tactile feedback (R9).

Perceptions of the work environment by local workers. Nine
out of fourteen local workers found the co-located and MR sce-
narios more authentic than video conferencing. Seven preferred
co-located, one favored MR, and one saw no significant difference.
Four workers perceived no major difference across the three scenar-
i0s. Some negative factors in MR included the unrealistic, cartoon-
ish avatars from Meta Horizon Worlds and surreal phenomena like
interactions passing through avatars or overlapping blocks, creating
a sense of unreality. Workers also noticed transmission delays, with
remote helpers’ voices arriving faster than images, causing a sense
of displacement.

Psychological perception of working together with the other
party by remote helpers.

Twelve of fourteen remote helpers felt more collaborative in both
co-located and MR scenarios. Six preferred co-located, two favored
MR, and four saw no difference. In both scenarios, helpers could
see the other party’s situation in real time and influence tasks di-
rectly through gestures or virtual block demonstrations. In MR,
when helpers manipulated virtual blocks while workers assembled
physical ones, it felt collaborative: I tell him how to assemble it,
and he does it with me... 1 feel like we are working together.” (R2)

Psychological perception of working together with the other
party by local workers. Twelve of fourteen local workers felt
a stronger sense of collaboration in both co-located and MR sce-
narios. Four preferred co-located, three favored MR, and five saw
no difference. Workers noted that real-time observation of remote

- “That’/“This” rate, VI.2 - Time taken to complete task (error

helpers provided more intuitive guidance in both scenarios. In
MR, they felt more like collaborators rather than being instructed,
with the helper’s avatar bringing them psychologically closer. Un-
like video conferencing, MR allowed helpers to convey informa-
tion through virtual blocks, enhancing collaboration: ”In MR, I feel
more like [ am working together because I can see where they place
the blocks.” (L11)

Perception of remote helpers and local workers collaborating
at the operational level. In the MR scenario, both remote helpers
and local workers felt communication relied more on virtual blocks
and imagery, with less dependence on each other’s actions. ”In MR,
[ feel like I don’t need much cooperation. I just assemble the blocks
at my own pace.” (R4) MR conveyed information with a longer
lifespan, while co-located and video scenarios required more im-
mediate feedback. ”In MR, he progresses faster, but that’s okay. 1
can quickly know what to do based on his progress, and we com-
plete our parts.” (L13)

5.2.2 Action

Action of remote helpers. Twelve of fourteen remote helpers
reported a higher frequency of actions in MR compared to co-
located and video conferencing, with ten noting more actions in
co-located than in video conferencing. In MR, helpers move and as-
semble blocks, while in co-located, they guide with gestures. Video
conferencing involved fewer actions due to difficulty in conveying
information.

R9 mentioned using deictic gestures subconsciously in all sce-
narios, with the highest frequency in MR and the lowest in video
conferencing: “In MR, I assemble blocks, and she follows. In co-
located, I use more gestures, like rotating blocks.” R12 noted that
in MR, he demonstrates assembly directly rather than using ges-
tures. Some helpers (R2) preferred gestures in co-located scenarios
to simplify verbal descriptions.

Action of Local Workers. Ten of fourteen local workers be-
lieved their action frequency was lower in the MR scenario than



in co-located and video conferencing. In MR, they mimic the
remote helper’s block arrangement, reducing trial-and-error at-
tempts, while the other two scenarios required more adjustments.
Video conferencing’s reliance on verbal descriptions made visual-
izing outcomes harder, leading to more frequent adjustments. Al-
though co-located actions were slightly higher than in MR, L6
noted smoother actions due to better focus: “In co-located, I can
focus more on completing the task without first observing the re-
mote helper’s arrangement.” (L6)

5.2.3 Speaking

Speaking of Remote Helpers. Eleven of fourteen remote
helpers felt that language use in the MR scenario was lower than
in co-located and video conferencing, with video conferencing re-
quiring the most descriptions. In MR, helpers convey assembly vi-
sually by arranging virtual blocks, while video conferencing relies
on verbal descriptions: "It’s difficult to describe placement in video
conferencing.” (R8) R13 noted that increased language use in video
conferencing could enhance precision: ”We established a coordi-
nate system for more precise instructions.” Language use also de-
pends on how each party prefers to describe tasks: ”I express things
in 2D and 3D, but he prefers the x, y, z system.” (R11)

Speaking of Local Workers. Eight of fourteen local workers
felt that the quantity of language descriptions in the MR scenario
was lower than in co-located and video conferencing. In MR, less
confirmation is needed as they can see how the remote helper as-
sembles the blocks: ”In MR, I can see how she assembles, so I don’t
need to confirm as much.” (L6) In contrast, video conferencing re-
quires repeated confirmations. Feedback speed also influences lan-
guage use; L9 noted that quicker feedback from the remote helper
in co-located scenarios reduces the need for questions.

5.2.4 Performance

Performance of Remote Helper. Thirteen of fourteen remote
helpers found completing tasks in MR and co-located scenarios eas-
ier than in video conferencing. Seven preferred MR, three favored
co-located, and three saw both as similar. The key advantage of
MR and co-located is the ability to observe the local worker and
provide intuitive instructions. However, the collaboration methods
differ: ”In MR, I can demonstrate with virtual blocks, while in co-
located, the local worker sees my gestures.” (R12)

Performance of Local Worker. Thirteen of fourteen local
workers found tasks easier to complete in MR and co-located sce-
narios than in video conferencing. Seven preferred MR, four found
co-located easier, and two saw both as similar. The advantage of
co-located is faster feedback: "In co-located, he can directly point
out where I should assemble and quickly correct mistakes.” (L3)
MR offers more intuitive information: "MR is more intuitive, with
both verbal descriptions and 3D structures, which I find simpler.”
(L8)

5.3 Correlation Analysis between Co-Presence and Be-
havioral Observation

We conducted a Pearson correlation analysis on the behaviors of
remote helpers and local workers and their perceived co-presence,
which includes physical presence, psychological social presence,
and operational social presence.

5.3.1 Remote helper

The perception of physical presence was significantly positively
correlated with the demonstrative pronouns rate (r = 0.456, p <
0.05), suggesting that better physical presence enhances the remote
helper’s awareness of the environment, increasing pronoun usage.
The perception of psychological social presence was negatively
correlated with the after-question confirmation rate (r = —0.406,
p < 0.05) and positively correlated with the rate of demonstrative

pronouns (r = 0.383, p < 0.05). This indicates that higher psycho-
logical social presence may lead to more pre-question confirma-
tions, while lower presence relies on after-question confirmations.

The perception of operational social presence was negatively
correlated with task-related actions (r = —0.462, p < 0.05) and the
rate of demonstrative pronouns (r = —0.410, p < 0.05), but posi-
tively correlated with the rate of “that”/’this” (r = 0.501, p < 0.01).
In video conferencing, where operational social presence is high-
est, remote helpers depend on local workers’ feedback, resulting
in fewer task-related actions and reduced pronoun usage, with in-
creased use of "that” reflecting greater perceived distance.

5.3.2 Local worker

The perception of physical presence was significantly negatively
correlated with task-related actions (r = —0.594, p < 0.01), likely
because better awareness of the work environment helps partici-
pants select tools and complete tasks more efficiently, reducing un-
necessary actions and errors.

The perception of operational social presence was significantly
negatively correlated with performance (r = —0.447, p < 0.05),
suggesting that higher operational social presence may increase re-
liance on feedback from the remote helper, thus reducing task effi-
ciency.

6 DISCUSSION

6.1 Relationship Between Remote Helper and Local
Worker

In section 5, we observed differences in the psychological and op-
erational aspects of social presence between local workers and re-
mote helpers. Based on the IOS (Inclusion of Other in Self) scale,
both groups experienced similar levels of psychological social pres-
ence in MR and co-located scenarios, surpassing those in video con-
ferencing. This suggests that MR technology effectively simulates
co-presence, aligning with Schroeder’s findings on virtual environ-
ments emulating face-to-face interactions [58]. Higher psycholog-
ical social presence in MR may result from real-time visibility of
actions and task similarity, as noted by a participant: “In MR or
co-located, I can see her placing the blocks... it feels like we are co-
operating in the same room.” (R3). This echoes Lee’s research on
digital avatars enhancing engagement through visual presence [25].

However, the GEQ (Game Experience Questionnaire) indicated
lower operational social presence in MR compared to co-located
and video conferencing scenarios. This may be due to the local
worker’s reduced dependence on the remote helper in MR, where
observing block assembly aids understanding. As L13 mentioned,
the remote helper’s pace can exceed theirs without impacting com-
prehension.

Participants often perceived MR as more collaborative than
guided. The digital MR environment allowed the remote helper
to demonstrate tasks, giving local workers a sense of parity in their
roles. This supports Whiteside’s findings that MR fosters active
co-participation in training contexts [77].

6.2 Impact of Environment on Collaborators

Seeing each other’s actions is essential for collaboration between
remote helpers and local workers, fostering closer connections and
enabling rapid feedback. In MR, the three-dimensional, real-time
interaction enhances the sense of connection with the workspace
and collaborators. L.3’s observation that seeing each other’s images
in MR and co-located scenarios promotes closeness supports find-
ings that spatial cues enhance the feeling of shared space [56].

In contrast, video conferencing lacks these spatial cues, compli-
cating communication. R8’s experience aligns with Olson’s find-
ings that video conferencing limits environmental feedback, lead-
ing to communication challenges [49]. Frequent requests to adjust



camera angles underscore the importance of perspective, as spatial
disconnection can hinder task performance [47].

The use of demonstrative pronouns like "this” and “that” reflects
perceived proximity, with a higher frequency of this” in MR sug-
gesting closeness, supporting studies on how environmental context
influences language use in collaborative settings [18].

Lastly, the illusion of presence in MR can lead to errors, such as
participants mistaking virtual objects for real ones, echoing Slater’s
research on how virtual environments can create realistic yet con-
fusing overlays [61]. Similarly, the study by Andrew Irlitti et al.
reports that volumetric objects can induce a false sense of con-
trol [29].

6.3 Conveying Information through Behavior and Lan-
guage

In the experiment, we observed two primary modes of information
transmission between remote helpers and local workers: behavior
and language. Language is convenient for feedback but can lead
to misunderstandings. As R6 noted, "It’s hard to describe how
the blocks should be transformed... purely verbal communication
is very inefficient.” Behavior is more intuitive but depends on co-
presence and visibility; in co-located scenarios, helpers use ges-
tures more frequently (R2), while video conferencing often relies
on language due to limited visibility of actions.

In MR, communication leaned towards non-verbal, action-based
interactions like manipulating virtual objects, reducing the need for
verbal instructions. This approach proved more efficient for tasks
involving physical manipulation, aligning with studies highlight-
ing the importance of non-verbal communication in VR [76]. MR
facilitated intuitive task completion by aligning actions with task
requirements.

There is a substitutive relationship between actions and lan-
guage: "In MR, I talk less and let him follow my actions.” (R6).
Referential gestures simplify language complexity: "In co-located,
saying ’this one’ or pointing works well, and I can omit a lot of
words.” (R3). Conversely, when action-based communication is re-
stricted, verbal descriptions increase.

Referential gestures can simplify language complexity: “In a
co-located scenario, saying ’this one’ or ’that one’ or just pointing
works well, and I can omit a lot of words” (R3). Deictic terms like
this” and “’that” connect actions with verbal descriptions.

6.4 Generalizability Across MR Systems

In this study, we utilized a specific MR system comprising a pre-
scanned environment, real-time point cloud interaction, and the im-
plementation of virtual replicas. Nevertheless, the findings of our
experiment demonstrate a degree of generalizability to other MR
systems. Notably, virtual replicas constitute a widely adopted fea-
ture in remote MR collaboration systems, as evidenced by prior
research [9, 27, 51, 71]. These replicas effectively simulate phys-
ical environments, thereby enabling remote users to perceive and
interact with local workspaces more comprehensively.

Beyond virtual replicas, existing literature [6] indicates that in-
tegrating features such as gaze tracking, facial expressions, and vir-
tual avatars [31] into remote collaboration environments can en-
hance conversational efficiency, modify the use of deictic expres-
sions, and improve co-presence. For example, participants without
the pointer used descriptors like color, shape, or size, whereas with
the pointer, they simply said “this one” while pointing.

Furthermore, alternative MR modalities, such as 360-degree
video and 3D scene reconstruction, exhibit functionalities compara-
ble to those employed in our study’s MR system. For instance, these
modalities allow users to visualize the local worker’s environment
and actions, facilitating more efficient communication and fostering
a heightened sense of co-presence [70]. These observations under-
score the broader applicability of the phenomena identified in this

study, suggesting that the insights derived from our MR system can
be extended to a range of other MR technologies.

6.5 Limitation and Future Work

MR collaboration platforms provide a more co-located-like expe-
rience than video conferencing but face several challenges. First,
realism is lacking; participants (R10, R12, R13) reported unclear
point clouds and missing objects due to limited room capture via
Azure Kinect cameras. Second, basic interactions like grasping
lack tactile feedback, affecting accuracy: ”Virtual blocks lack tac-
tility, making control difficult” (R9). Delays in visual transmission
were also noted: "It feels like slow motion in MR” (L10). More-
over, the limitations in rendering quality, such as the discrepancy
between device resolution (e.g., Oculus Quest Pro) and real-world
precision, which diminishes realism, have been consistently high-
lighted in prior research [30].

Our study focuses on the behavioral differences introduced by
MR systems in remote collaboration compared to co-located and
video-based interactions, while also examining their relationship
with the sense of co-presence. However, our research has certain
limitations: the experiment was conducted in a controlled labora-
tory setting, and the use of a block-building task as a general ac-
tivity may not fully capture the natural complexity of real-world
remote collaboration scenarios. Data analysis in this study primar-
ily relied on manual coding of recorded linguistic and gestural data,
which could benefit from more precise measurement methods in fu-
ture research, potentially incorporating physiological measurement
devices. Moreover, this experiment exclusively explored one-on-
one collaboration processes; future investigations could examine
whether similar outcomes emerge in one-to-many or many-to-many
collaborative contexts.

7 CONCLUSION

In conclusion, MR platforms enhance co-presence, offering a more
intuitive and effective collaborative environment than traditional
video conferencing. By fostering natural interactions with virtual
objects and gestures, MR reduces reliance on verbal communica-
tion, improving both collaboration efficiency and task performance.

Our findings highlight the advantages of MR in mimicking co-
located settings, suggesting its transformative potential for remote
collaboration across diverse fields.
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