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Fig. 1. EasyAsk helps older adults obtain interactive tutorials with voice and touch. Users can invoke EasyAsk to ask a
question and touch UI components on the interface to provide necessary information. By recognizing users’ questions and
utilizing in-app contextual information, EasyAsk formats clear and contextually rich queries based on the verbal questioning
patterns of older adults. EasyAsk then searches for a tutorial corresponding to users’ intentions. Finally, users can follow the
interactive tutorial displayed on their smartphones to complete tasks.
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An easily accessible tutorial is crucial for older adults to use mobile applications (apps) on smartphones. However, older
adults often struggle to search for tutorials independently and efficiently. Through a formative study, we investigated the
demands of older adults in seeking assistance and identified patterns of older adults’ behaviors and verbal questions when
seeking help for smartphone-related issues.

Informed by the findings from the formative study, we designed EasyAsk, an app-independent method to make tutorial
search accessible for older adults. This method was implemented as an Android app. Using EasyAsk, older adults can obtain
interactive tutorials through voice and touch whenever they encounter problems using smartphones. To power the method,
EasyAsk uses a large language model to process the voice text and contextual information provided by older adults, and
another large language model to search for the tutorial. Our user experiment, involving 18 older participants, demonstrated
that EasyAsk helped users obtain tutorials correctly in 98.94% of cases, making tutorial search accessible and natural.

CCS Concepts: • Human-centered computing → Accessibility systems and tools; Interaction design; Empirical studies in
HCI .
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1 INTRODUCTION
Many older adults face challenges in navigating smartphones and frequently find it difficult to use various
applications [10, 72], and the inability to utilize technologies results in feelings of alienation and being out-of-
touch [55]. When encountering problems related to smartphones, older adults generally prefer seeking assistance
from a real person [4, 42], but this option may not always be available [3], especially given the growing number of
older adults living alone [50]. Indeed, some older adults use smartphones only as classic phones (e.g., making phone
calls, texting) [31]. Thus, it is necessary to design assistive tools that can enable older adults to independently
and efficiently search for tutorials on their smartphones, which can also significantly increase older adults’
independent living [38].
Some older adults can use existing tools to access tutorials. Some turn to general search engines like Google.

However, the results from such search engines are often overwhelming, with low-quality tutorials, that are
unfriendly for older adults who often have declining cognitive abilities. There are tutorial search tools specifically
designed for older adults, but they mainly focus on making the interface age-friendly, providing only visual or
video tutorials that bring context-switching costs. Compared to visual and video tutorials, previous studies have
shown that interactive tutorials which can provide task-specific step-by-step instructions are the most effective
way for older adults to learn smartphones [43, 63]. To help older adults access interactive tutorials, prior work
has explored creating multi-modal interactive tutorials by help-givers [30] and automatically generating tutorials
based on text and app metadata [88]. However, older adults’ inquiries in real life can have many problems (e.g.,
incomplete speech information, redundant speech information, and ambiguous descriptions). While such work
helps older users acquire tutorials efficiently, prior work only focuses on the form and efficiency of generating
tutorials but has not systematically studied the patterns of verbal questions and behaviors when older adults ask
for help with smartphone functions.
To better understand the demands and patterns of older adults when asking for smartphone assistance, we

conducted a formative study including in-depth interviews with 16 older participants over two sessions. In
session 1, we identified their current status of seeking assistance. We summarized the main methods that older
participants used to seek assistance and the problems they encountered with each method and explored their
ideal way of seeking help. In session 2, participants were asked to simulate help-seeking behaviors, and we

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 8, No. 3, Article 102. Publication date: September 2024.

https://doi.org/10.1145/3678516


EasyAsk: An In-App Contextual Tutorial Search Assistant for Older Adults with Voice and Touch Inputs • 102:3

summarized the verbal questioning patterns and behavioral patterns of older adults when seeking help for
smartphone problems. Findings from the formative study guided the design of our proposed method.
To help older adults obtain easily accessible smartphone tutorials without worrying about organizing the

voice commands, we present EasyAsk, a method that incorporates in-app contextual information to help older
adults search for interactive tutorials through voice and touch (Figure 1). We implemented EasyAsk as an app
on Android devices. Using EasyAsk, older users can directly ask questions on the current interface when they
encounter problems using smartphones. If necessary, they can touch UI components on the current interface to
supplement information about their problem. EasyAsk automatically supplements in-app contextual information
to better understand users’ intentions (Figure 1, left). Once the users’ voice inputs and contextual information are
obtained, EasyAsk uses a large language model to generate formatted queries based on the patterns of older adults’
inquiries identified from the previous formative study. Then the formatted queries and relevant information
from our tutorial knowledge base are incorporated into a prompt, which is sent to another large language model,
searching for the tutorial that best matches the users’ intentions (Figure 1, center). Finally, users can follow
interactive tutorials with task-specific step-by-step instructions displayed on their smartphones to complete tasks
(Figure 1, right). Additionally, EasyAsk has included 578 tutorials from 14 applications.

We conducted a user experiment with 18 older participants to evaluate the accuracy and usability of EasyAsk,
compared with the other two baseline methods (Baidu1 and Mailing2). In the user experiment, each participant
was first instructed on how to use three methods. Secondly, they used the three methods to complete tutorial
search tasks sequentially. Finally, participants rated the three methods on five dimensions (mental demand,
physical demand, performance, effort and frustration level) and provided comments on them. In the experiment,
we collected data and verbal feedback for both objective evaluation and subjective evaluation. The objective
evaluation revealed that EasyAsk achieved an overall accuracy of 98.94% during the experiment. Further ablation
study was conducted based on user data, confirming the necessity of supplementing contextual information and
formatting older users’ queries. Results from the subjective evaluation demonstrated that EasyAsk significantly
outperformed two baseline methods in the dimensions of mental and physical demand. Users also gave higher
ratings to EasyAsk’s performance, expressing a desire to use EasyAsk in their daily lives for tutorial search without
requiring human assistance. Participants all reported that EasyAsk allowed them to naturally and effortlessly ask
questions without deliberately organizing their language, significantly reducing the burden of inquiry.
Our work contributes:
• Verbal questioning and behavioral patterns of older adults when seeking help for smartphone tutorials,
summarized from a formative study

• EasyAsk, a method that incorporates in-app contextual information to help older adults search for tutorials
through voice and touch

• User experiment to understand older adults’ experience and evaluation of EasyAsk

2 RELATED WORK
In this section, we first introduce the challenges and solutions for older adults in using smartphones (Section 2.1).
Then we illustrate two interaction methods suitable for older adults: voice-assistant (Section 2.2) and multi-modal
interaction (Section 2.3).

2.1 Research for Smartphone Learning of Older Adults
2.1.1 Challenges for Older Adults Using Smartphones. With the advancement of technology and the exacerbation
of global aging, there has been a persistent digital divide between older adults and intelligent devices [15, 17, 48, 52].
1https://www.baidu.com
2https://mailing.coldlake1.com
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Quan-Haase et al. indicated that older adults who are above 65 have lower technological literacy compared to
young people [60]. From a cognitive perspective, aging is associated with cognitive declines in spatial working
memory and renders learning computer skills increasingly challenging [12, 34, 48]. In terms of physical capabilities,
Vaportzi et al. proposed that the decline in physical functions, such as decreased vision, similarly hinders
older adults from effectively using smart devices [78]. Psychologically, older adults often experience feelings
of helplessness when confronted with smart devices [36], and perceive they have inadequate technological
understanding [17, 24].
When encountering difficulties with smartphones, older adults are willing to seek help from others rather

than trying by themselves [3]. They exhibit a higher propensity to seek help compared to middle-aged and
younger individuals [3]. Research [14] indicated that older adults prefer utilizing social networks to solve
problems, including family members [8, 51], friends and other close acquaintances and professional resources [2].
Nevertheless, the resources for older adults to seek help are constrained [3, 9]. Research [3] found that some
older adults lack family members or friends and less than half of older adults could obtain responses through
social networks.

In addition, few studies focused on older adults seeking help with technology. Existing research [28] indicated
that older adults encounter significant difficulties when utilizing text-based input methods during information
retrieval. Moreover, due to the challenge of accurately articulating their issues, older adults effectively utilizing
search engines for information retrieval poses a significant obstacle [42]. In summary, older adults exhibit a
pressing demand for seeking help with smartphones, but they lack good conditions for seeking help.

2.1.2 Tutorial Design for Older Adults. The method of teaching and learning smartphones for older adults is
an ongoing concern [42], and there are many studies on tutorial teaching methods [19, 21, 32, 62, 63], such as
video tutorial [5, 56] and interactive tutorial [30, 82, 89]. Zhou et al. proposed a method to reduce tutorial steps
to improve learning [89]. Hagiya et al. proposed a tutorial to guide text entry [23]. Study [80] investigated the
optimal amount of guidance. Previous research has found that the most effective tutorial format for older adults
is interactive tutorial [19, 63], compared with step-by-step instructional methods and online help files. Jorge et al.
compared video instruction with step-by-step instruction for learning effectiveness [62].

Moreover, some researchers studied how to improve the effectiveness of tutorials. For example, the addition of
multi-media cues will make the tutorial clear [84]. Leung et al. proposed a method to increase icon comprehension
for older adults [44]. In addition, some studies presented design principles for older adults [86], such as Facebook’s
design guidelines [6] and Mione Community’s design guidelines [16]. Chen et al. summarized design principles
for step-by-step tutorials [4]. These studies provide design guidelines for our study, and we will find appropriate
ways to follow the guidelines in our tutorials.

As mentioned above, prior work has focused on innovation in the learning method and tutorials for older
adults, but few studies have developed methods for tutorial search among older adults. Chen et al. designed a
fixed FAB (Floating Action Button) button as a search entry, allowing older adults to search for tutorials anytime
during the use of their mobile phones through text input [4]. However, this method still faces issues of unnatural
and indirect search methods and presents significant challenges in understanding text inputs provided by older
users. In summary, enabling older adults to quickly and naturally search for tutorials is still unresolved. In this
paper, we propose a natural and efficient tutorial search method, that alleviates the difficulties older adults face
when seeking assistance.

2.2 Voice Assistants for Older Adults
Voice assistants have been widely used in recent years [26]. Using speech is feasible and convenient for older
adults [33, 64, 73], and they generally express a willingness to interact with their phones using voice [64, 68].
Moreover, older adults have more positive attitudes toward voice assistants than keyboard interactions [35, 90].
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It not only avoids the problem of older adults’ understanding graphic metaphors in interface interaction [65], but
also solves the problem that older adults interact with interfaces as their vision declines [57]. Tubin et al. found
that voice interaction can improve the efficiency of older adults in using devices [75].

The current research on voice assistants for older adults still requires further exploration [65] as voice assistants
have a positive impact in many areas of life [1, 7, 58, 65, 69, 85]. However, only a few studies have demonstrated
the solutions for voice assistants for older adults. Some research showed preferences of older adults using
voice assistants [20, 33, 70], while the special way of expression of older adults poses a great challenge to
speech recognition. David Gollasch et al. found older adults tend to use more unusual words and have unclear
pronunciation compared to young people [20]. Moreover, older adults often have verbose speaking [33, 49], long
breaks between individual words [20, 22, 68], high word error rate [39, 79], unclear sentence structures, and
difficulty formulating structured command sentences [33], which lead to mismatches between the content of
their speech and the understanding of their speech. Some research focused on older adults’ interaction with
voice assistants in certain scenes. When cooking in the kitchen, older adults may find it difficult to engage in
conversation with assistants, and they often experience challenges with hearing and understanding [37].

The above studies revealed the general voice preferences of older adults. To date, no research has investigated
the demands of older adults using voice assistants in help-seeking scenarios, and whether they face other
difficulties remains to be explored. Additionally, few studies have provided available solutions to the above
problems. Hagiya et al. proposed training models based on acoustic and ASR results to detect speech input errors
[22]. Therefore, this paper will focus on exploring the problems and supporting solutions of older adults using
voice assistants in help-seeking scenarios where older adults face difficulties in using smart devices.

2.3 Multi-modal Interaction for Older Adults
It has been demonstrated that multi-modal input methods can improve interaction performance [11, 40, 40,
53, 71, 77] and user experience [53, 54, 76]. Users can interact with devices using voice and touch [40, 71, 77].
A speech-assisted error correction system, designed to aid text input on watches, is presented in [40]. Sim et
al. designed a touch-assisted error correction system to solve the problem of inaccurate voice input in noisy
environments [71]. In addition, Degbelo et al. [11] proposed a combination of speech and position for map editing
which can adjust the speech recognition range of commands on an aircraft according to the condition of the
physical space. Moreover, Zhao et al. have combined speech and eye position for interaction [87]. Lee et al.
proposed a system that combined speech and image [41], which uses a combination of captured images and
speech to solve the ambiguity problem of “this" and “that" in utterances.
Gianluca Schiavo et al. proved that older adults are willing to use multi-modal interaction to control devices

[67]. However, few studies have focused on multi-modal interaction design for older adults. Some of them
explored the preferences of the elderly for multi-modal interactions in different scenarios. Schiavo et al. showed
that older adults accept mid-air one-hand gestures and voice commands in daily activities, and seldom use both
interactions simultaneously [66]. Kamali et al. found that older adults prefer to interact with assistants by voice
and hand gestures in health teaching scenarios [13]. Older adults tend to interact with assistants by voice in
cooking scenarios [37]. Other studies focused on improving the efficiency of interaction between older adults and
smart devices through multi-modal interaction. Hagiya et al. [22] proposed a method that provides text input
to correct speech error rate. Hu et al. [27] proposed a method, using facial recognition and voice, to reduce the
hassle of multiple conversations.
In summary, although research on the needs of older adults using multi-modal interaction in seeking-help

scenarios is required, the benefits of using multi-modal interaction to improve interaction performance and
user experience have been proven. Therefore, our work will also leverage multi-modal capabilities to design our
method.
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3 FORMATIVE STUDY
To explore the opportunities and challenges of helping older adults search for smartphone tutorials, we conducted
a formative study with 16 older adults who have smartphone-related problems. The formative study included
in-depth semi-structured interviews to verify the demands of older adults in seeking assistance, and to investigate
their behavioral and verbal patterns when seeking help for smartphone-related problems.

3.1 Participants
We recruited 16 older adults who were required to: 1) be aged 55 or over; 2) own a touch-enabled smartphone; 3)
have basic knowledge of smartphone use but frequently encounter problems; 4) have experience seeking assistance
with smartphone-related problems. Participants were recruited through social media in the local community and
by word-of-mouth referrals. IRB approval was obtained from the local community. Each participant received
$15 for their participation. Table 1 shows their demographic information. The participants, all Chinese, included
9 females and 7 males, aged between 56 and 76 (Mean = 66, SD = 5.46). They reported an average smartphone
usage duration of 6 years (SD = 2.53).

Table 1. Demographics of participants for formative study.

PID Gender Age Educational Attainment Job Work Status Smartphone
Usage Years

P1 F 60 Less than high school Homemaker Retired 2.5
P2 F 73 High school graduate Business Manager Retired 7.5
P3 M 63 Less than high school Boiler Operator Retired 5.5
P4 M 63 Associate’s degree Business Manager Retired 8
P5 M 68 Less than high school Laborer Retired 7
P6 M 68 High school graduate Laborer Retired 3
P7 M 63 High school graduate Electrician Retired 5
P8 F 61 High school graduate Accountant Retired 6.5
P9 F 75 Less than high school Laborer Retired 2
P10 M 56 High school graduate Business Manager Working 10
P11 M 66 Less than high school Driver Retired 5
P12 F 69 Less than high school Laborer Retired 2
P13 F 68 Less than high school Laborer Retired 5
P14 F 67 High school graduate Laborer Retired 6
P15 F 76 High school graduate Teacher Retired 8
P16 F 63 High school graduate Laborer Retired 10

3.2 Procedure
We conducted a one-on-one semi-structured interview with each participant. The interview was divided into
two sessions. In session 1, participants were asked about their overall experiences while seeking assistance with
smartphone-related problems. In session 2, participants were asked to simulate help-seeking behaviors, and data
such as queries and behaviors were recorded.

3.2.1 Session 1: Identifying the Status of Seeking Assistance. To identify the status of older adults when seeking
help with smartphone-related problems, we designed 7 questions as follows:
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(1) Have you encountered any problems that you did not know how to operate?
(2) When faced with such situations, what actions did you take, and at what frequency did these actions occur?
(3) Why did you take such actions, and what was the psychological motivation behind them?
(4) Are there any negative impacts of such actions, such as lower efficiency or inconvenience in daily life?
(5) What behaviors do you exhibit when seeking help from others? (Ask the older adults to describe their

specific behaviors regarding the above-mentioned problem-solving methods.)
(6) What is the most ideal way of seeking help?
(7) Under what circumstances do you proactively seek mobile phone teaching? Is it during the use of the

phone, or do you suddenly think of a problem, or are there other circumstances?

3.2.2 Session 2: Simulating Help-seeking Behaviors. To gain a deeper understanding of the behavior of older
adults when seeking help and collecting the query data, we implemented the contextual inquiry method [61] and
used the passive inquiry approach. We first asked participants to simulate seeking help for smartphone problems,
observing and recording their query data and behavior. Secondly, we inquired about their issues and motivations
when seeking help, once the participants stopped their simulations.

To improve the authenticity of the data while reducing the cognitive burden on the participants, we wanted
each participant to ask questions they had encountered while using mobile applications but had not previously
solved. Therefore, we first collected information about the functions they were unfamiliar with when using
mobile applications:
(1) What are the apps that are commonly used in daily life?
(2) What are some memorable functions that you would like to perform but do not know how to?
Furthermore, some participants forgot certain functions in the applications or may not know how to describe

them. To address this issue, we identified a set of functions in commonly used apps, which older adults may
not know how to perform. We then asked them colloquially if they had encountered any problems referencing
the set of functions (for example, “Have you ever encountered a situation where you did not want to receive
messages from your friends?"). Through the above-mentioned questions, we identified 14 apps commonly used
by the participants. These apps contain 240 functions for which the participants often needed help, which can
help us analyze the types of problems and design the next tasks for older adults to accomplish.
Afterward, we conducted contextual inquiries with 16 participants. Throughout the contextual inquiries, we

collected 240 sets of data from the participants.

3.3 Findings
3.3.1 Current Practice of Seeking Assistance. All the participants reported that they had encountered problems
using their smartphones, and they had experiences seeking help. Table 2 shows seven common ways for the
participants to seek help, and each participant used various ways.
15 participants, when faced with problems, would ask for help from people around them, especially seeking

assistance from younger people. P8 noted “The problems should be easy for young people to solve." P7 also sought
peer support, mentioning “If young people do not have time, I will ask people my age, such as my friends, to help
me." One-quarter of the participants have taken screenshots of problems and sent them to friends. However, P7
also noted that in many cases, peers of the same age were unable to solve the problem, leading to a situation
where he gave up.

But asking people around can also bring problems, especially psychological pressure. 6 participants reported
that they had some concerns when asking people around them (P1, P2, P3, P4, P6, P9). P1 was concerned about
facing rejection: “Not all young people will answer my questions." P2 was worried about “wasting other people’s
time". Sometimes the help-givers are not very patient: “My family members might not patiently help me when they
are busy, just leaving me to learn to use it on my own, and they won’t provide more guidance" (P9).
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Table 2. Common methods used by participants when seeking assistance and the percentage of using each method.

Index Method to Ask for Help Use Percentage
M1 Asking for help from people around you 93.75%
M2 Ask for help when children are around 62.5%
M3 Wait for children to return and ask for help 43.75%
M4 Screenshot and ask friends on social media 25%
M5 Internet search 6.25%
M6 Explore on your own 12.5%
M7 Give up 31.25%

43.75% of the participants waited for children to return and ask for help. P3mentioned that if family members are
not around, he tends to remember the problems and asks when they return home, but declining memory becomes
an issue: “I often forget those questions, and waiting for someone to come back home to ask is too troublesome."
Only 12.5% of participants have tried to solve problems on their own. P1 and P4 reported concern about

making mistakes and causing issues with their smartphones through self-operation (“If there’s no one else around,
I won’t operate it myself, because I am afraid of making mistakes." – P1), which indicates participants’ lacking
confidence in their own abilities makes them hesitant to explore answers with smartphones by themselves. Only
one participant (P10) reported experience searching for tutorials online.

When recalling seeking help behaviors, all participants expressed a preference for directly asking when facing
problems using their smartphones. P8 explained that “If there is a problem, I want to solve it directly, or I’ll forget".
They would show the phone to people around them, explaining the problems they encountered, as P2 described:
“I will show people my phone, describing the issue while pointing to the interface."

3.3.2 Ideal Way of Seeking Assistance. In session 1, we asked participants about their ideal way of seeking
assistance. The key terms primarily mentioned by them included direct interaction, instant answers, and step-by-
step instruction. 4 participants expressed the desire to ask questions verbally and directly when having problems
using smartphones, as P1 mentioned “I hope to be able to ask directly when I have a question and get an immediate
answer." Instant answers are mentioned by five participants. P2 noted “I want to get answers directly without
waiting too long." Participants also expressed expectations for tutorial formats. Three participants mentioned that
they would like step-by-step tutorials which “can help the elderly on how to operate step by step" (P8). Furthermore,
participants reported that it would be beneficial to have tools to assist them in searching for tutorials: “I hope to
have a platform where I can ask questions anytime and get immediate answers" (P6).

3.3.3 Behavioral Patterns. Through tasks in help-seeking simulations, we observed that participants seeking
assistance fromhelp-givers primarily engaged in three behaviors: firstly, describing the problems they encountered;
secondly, using their phones to supplement necessary information; and thirdly, completing tasks under guided
instructions.

The first two behaviors do not have a specific order, and the behaviors of different participants are not entirely
consistent across various tasks. In most tasks, participants would describe their problems while showing the
corresponding phone interface to the help-givers, especially for tasks that involve specific contextual information
(e.g., P7 asked how to send multiple photos at once with showing the phone’s photo album). If necessary,
participants may simultaneously touch or operate the phone to supplement information (e.g., P10 was charged an
extra 20 yuan for a product and he added the product to the shopping cart, showing the price to the help-giver).
Sometimes, participants simply point to a specific element on the phone screen (e.g., P6 asked a help-giver to
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help him add a person on WeChat by pointing to a phone number). When the problems were relatively simple,
some participants asked questions first and then handed the phone to the help-giver for a demonstration. For
example, P9 said “A stranger wants to add me on WeChat. I don’t know how to reject. Can you help me?", then
she handed her phone to the help-giver. When the problems are not related to a specific interface, participants
directly asked questions without displaying the phone interface (e.g., P5 accidentally uninstalled an app and
wanted to restore the uninstalled app. He only asked the question without showing the phone interface).

Regarding task completion, most participants prefer having the help-giver use their phones to demonstrate
step-by-step operations. P9, however, prefers holding the phone herself and completing tasks step by step under
the verbal guidance of the help-giver. P9 explained “Because this way can help me learn this function better."

3.3.4 Verbal Questioning Patterns. We analyzed the 240 queries collected in help-seeking simulations, summariz-
ing the patterns of queries of older adults when asking smartphone questions (shown in Table 8).
Queries are primarily characterized by incomplete, redundant and ambiguous information. To address the

inaccuracies caused by these characteristics, supplementing contextual information and recognizing redundant
information is essential, which can help narrow down the search scope. Furthermore, if older participants can
indicate objects through manipulation like touch, it can help avoid some confusion.
In the contextual inquiries, we found that although the older participants expressed redundant information

when verbalizing problems, all participants indicated that describing a large amount of content would be
exhausting for them and they would prefer to state their needs more simply. P5 and P6 stated that they did
not want to say so much because it was tiring, but they were afraid that the help-givers would not understand
without much information.

The vocabulary of queries was also presented with too specific and inaccurate descriptions, mainly due to older
participants’ misperception of the function of apps and the components on the interface. To tackle the problems
caused by these two characteristics, it is equally important to supplement contextual information and, at the
same time, to adjust or generalize their queries based on the patterns of older participants’ verbal questioning.

4 METHOD
Inspired by the findings of behavioral and verbal questioning patterns from our formative study, we present
EasyAsk, a method that utilizes in-app contextual information to help older adults search for interactive tutorials
through voice and touch (Figure 1). The goal of our method is to enable older users to describe problems naturally,
directly, and easily, and receive accurate recommendations for interactive tutorials that help solve their problems.
We implemented the method as an Android app. The interactive usage process of the app is designed primarily
based on user behavioral patterns (section 3.3.3), while the specific technical implementation is mainly inspired
by verbal questioning patterns of older adults (section 3.3.4).

From the user’s usage process, we take a user Wei who is unable to close the floating window on Wechat as an
example, and the EasyAsk usage process (shown in Figure 2) is as follows.

a) Wei is using Wechat to chat with her mom, and she notices there is a floating window on the right side
that she does not know how to remove. To remove it, Wei invokes EasyAsk by clicking on the “Ask" button
(EasyAsk exists in the form of a floating action button with the label “Ask" on top, which can also be freely
dragged).

b) Wei asks “How to delete it" with clicking on the floating window that she wants to remove. EasyAsk
automatically monitors when the user’s inquiries come to a halt.

c) Wei confirms the voice recognition text is accurate, and clicks on the “Search" button to search for the
tutorial with the highest likelihood. EasyAsk displays the name of the tutorial found, which is “Close the
floating window on Wechat".
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d) After confirming the tutorial is what she needs, Wei clicks on the “Start" button to follow the task-specific
step-by-step tutorial to remove the annoying floating window.

The 4-step usage process aligns with the user behavioral patterns (as detailed in section 3.3.3) when seeking
help for smartphone problems, enhancing the naturalness, friendliness, and learnability of our method for older
adults. The initial steps align with the practices of “describing the problems they encountered" and “using their
phones to supplement necessary information", and the latter steps are fundamentally equivalent to “completing
tasks under guided instructions".

Fig. 2. The user’s process of using EasyAsk to obtain a tutorial about how to close a floating window on Wechat.

To systematically address the problems brought from the verbal questioning patterns identified in the formative
study (as detailed in section 3.3.4 and Table 8), we propose three schemes in our technical method: supplementing
contextual information, query formatting, and tutorial search.

4.1 Supplementing Contextual Information
Observing the pattern of “incomplete information" (Table 8) such as missing app and interface information, we
believe supplementing contextual information for users’ queries can increase the accuracy of the tutorial search.
Additionally, to address the fatigue and frustration caused by the “redundant information" as P5 and P6 stated
(section 3.3.4), supplementing contextual information can be effective in decreasing the pressure of inquiring.
Inspired by the example query of “ambiguous descriptions" (Table 8) as the user could touch on the unfamiliar
icon, we found users’ touch interactions contain key information of their problem and we decided to utilize
them. Thus, we first use ASR function from the iFlytek API to recognize the user’s voice and convert it into text.
Then we use Android accessibility services to capture user touch interactions and gather additional contextual
information, such as the current app and specific interface.

4.2 Query Formatting
While the issues of “incomplete information" and “ambiguous descriptions" can be addressed by supplementing
contextual information, the problems related to “redundant information", “overly specific vocabulary" (Table
8) in the older users’ queries still require further resolution. To address the issues, we use a language model to
modify and optimize user’s query. Using GPT-4’s chat completion API, we applied the technique of few-shot
prompting. Our designed prompt (Figure 5) contains contextual information from the users, allowing for more
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precise optimization. We collected specific terms associated with each app, emphasizing that the language model
should not modify these terms. Within the prompt, we highlighted the verbal questioning characteristics of
older users. We also instruct the model to generalize specific vocabulary, enhancing the readability of the users’
queries. Additionally, we provide some typical examples to GPT-4 (e.g., “I want to recommend this dragon
fruit to my friend" should be rewritten as “Recommend a product to a friend"). We used queries collected in
the formative study to verify the effectiveness of the prompt to address the verbal questioning problems of
“redundant information" (e.g., “I saw a video and I liked it, but I swiped past it, so I’m not sure how to find it again"
is modified as “I want to search for a liked video") and “overly specific vocabulary" (e.g., “I want to return these
shoes because I don’t like them" is modified as “I want to return this item"). Subsequently, the optimized voice text,
along with contextual information, is transformed into a formatted query for tutorial search.

4.3 Tutorial Search
Based on the functions unfamiliar to older users collected in the formative study, we built a tutorial database,
containing a total of 578 tutorials for 14 commonly used apps. Each tutorial is named according to its features
and the corresponding app. The name of each tutorial is unique and can serve as an identifier. We recorded
the operation sequences of each function (including opening, clicking events, sliding, etc.). Following that, we
recorded the coordinates or IDs of the involved controls and generated interactive tutorial scripts as JSON files.
To make step-by-step interactive tutorials, we used scripts to create masked guidance on the interface, guiding
users to click on the components to complete operations.
Following that, we built our tutorial knowledge base, as a lengthy document containing the names and

explanations of all tutorials. We used GPT-4 to generate explanations for each tutorial based on their names,
followed by manual verification from experts. Throughout this process, we validated the GPT-4’s understanding
of tutorials. We also formatted the document to help GPT-4 understand the structure of the knowledge base,
which was indicated in the prompt (Figure 6).

Given the extensive length of our document, we leverage LangChain 3, a framework providing modular
abstractions for the components necessary to work with large language models (LLMs), enabling the language
model to connect with external data sources. We use tools provided by Langchain to load and split the document
into smaller chunks, convert text chunks into embeddings, and use FAISS to perform a similarity search on the
chunks with the formatted query. Then, we fill the formatted query (“query" in the prompt) and the most similar
chunks (“context" in the prompt) in the prompt (Figure 6), passing it to GPT-4 to generate the answer to the
formatted query.
With the limitation of the prompt (Figure 6), the result returned by GPT-4 is limited to the tutorial names in

the knowledge base. As we require the most likely tutorial to be returned, GPT-4 will always output a tutorial
name. Because of the uniqueness of the tutorial name, the tutorial names in the knowledge base are one-to-one
mapped to the names in the tutorial database, so the corresponding tutorial will be matched and returned to the
frontend, allowing users to complete the operations.

4.4 Implementation
We implemented EasyAsk as an Android app, which can work on Android phones up to Android 13. Root access
is not required in this app. The tutorials and users’ interaction logs were saved in a dedicated server.

3https://github.com/langchain-ai/langchain
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5 USER EXPERIMENT
We conducted a user experiment with two objectives included: one is to collect the query texts from the older
users to measure the accuracy of EasyAsk, and the other is to compare EasyAsk with the other two basline
methods quantitatively and qualitatively.

5.1 Baseline Methods
We define our baseline methods as how older adults independently seek smartphone tutorials online, excluding
the possibility of seeking assistance from others.
In our formative study, we found that participants who use mobile phones to search for tutorials often use

Baidu, a well-known and popular search engine. Therefore, to verify if EasyAsk is superior to Baidu, the method
commonly used by older adults, Baidu serves as our first baseline method. However, EasyAsk is specifically
designed as an assistant for older adults, while Baidu, being a general search engine, is not aimed at older adults
in terms of functionality and provides search results not limited to tutorials. Thus, to make a more precise
comparison between EasyAsk and a method that also aims to help older adults search for smartphone tutorials,
we use Mailing as the other baseline method. Mailing is also a mobile tutorial search program designed for older
adults to acquire smartphone tutorials, with a total of 138,872 users [46], despite not being as well-known as Baidu.
As a mini-program within WeChat, Mailing has an age-friendly interface and provides over 4,000 step-by-step
text and image tutorials, as well as video tutorials. Both baselines support voice and text inputs and can search
for tutorials supported by EasyAsk. Additionally, they both display search results in a waterfall layout, with 10
results loaded by default. Therefore, EasyAsk has two baseline methods for comparison, allowing for a more
comprehensive evaluation of EasyAsk’s usability and providing additional insights. The comparison of the three
methods is summarized in Table 3.

Table 3. Comparison of EasyAsk and baseline methods.

Feature Tutorial
Quantity Tutorial Format Age-friendly

Design Inputs Search Results
Format

EasyAsk Help older adults
search smartphone tutorials 500+ Interactive

(in-app guidance) ✓
Voice &
Touch Only one result

Mailing Help older adults
search smartphone tutorials 4000+ Non-interactive

(text & image, video) ✓
Voice &
Text

10 results loaded
by default

Baidu Help people
search information - Non-interactive

(text & image, video) × Voice &
Text

10 results loaded
by default

5.2 Participants
We recruited 18 older adults (shown in Table 4, P15 and P16 also participated in the formative study) with the
same requirements and in the same way as the formative study. The participants consist of 9 females and 9 males,
with an average age of 67 (SD = 4.22) and an average smartphone usage of 6 years (SD = 5.87). Only P17 and P28
were using iPhones in their daily lives, but they had used Android phones. The rest of the participants were all
using Android phones. Each participant was compensated $20 for their time.

We investigated the smartphone-tutorial searching status of the participants. First, we asked their commonly
used methods (Table 2) to ask for help when encountering problems using the phone. 5 participants would use
“internet search" (M5) method to solve their problems, while most participants preferred asking for help from
children and people around them (M1, M2). To explore the understanding and usage of the two baseline methods

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 8, No. 3, Article 102. Publication date: September 2024.



EasyAsk: An In-App Contextual Tutorial Search Assistant for Older Adults with Voice and Touch Inputs • 102:13

among the participants, we separately asked participants about whether they used these two methods in daily
life, and if used, what was the frequency. Results showed that 9 participants used Baidu (P16, P20 and P31 noted
that they had used Baidu to search for tutorials). However, none of the participants ever used Mailing and only 2
participants (P12 and P15) heard about it, which is mainly related to the inadequate promotion of these elderly
assistance apps. Many of these kinds of apps often rely on young people to promote them to the older adults
around them. Regarding the favorite inputting methods, 10 participants tended to use the voice input method.

Table 4. Demographics, smartphone usage status, the order of using three methods to complete the task and the quantity of
the tasks of participants in user experiment.

PID Gender Age Educational Attainment Smartphone
Usage Years

Methods to
Ask for Help Baidu Usage Task Order Task

Quantity

P15 Female 63 High school graduate 10 M1 No MEB 5
P16 Female 76 High school graduate 8 M2,M3,M1,M5 No EMB 6
P17 Male 66 High school graduate 9 M1,M2,M4,M5 Yes; 3-4x/month BME 3
P18 Male 71 Less than high school 6.5 M1,M2 Yes; 2x/week BME 6
P19 Female 60 High school graduate 5 M1,M4 Yes; 4x/week MBE 4
P20 Male 60 High school graduate 5.5 M1,M2,M4,M5 Yes; freq varies MBE 7
P21 Male 65 High school graduate 2 M1 Yes; low freq MBE 7
P22 Female 61 High school graduate 4 M1,M6,M5 No EBM 6
P23 Female 69 Less than high school 7.5 M2 No BME 2
P24 Male 64 High school graduate 8 M1 No EBM 7
P25 Male 67 High school graduate 7 M2,M3,M6 Yes; low freq EBM 5
P26 Male 67 High school graduate 3 M1,M2 No MEB 4
P27 Female 70 Associate’s degree 7.5 M2,M3 Yes; 1x/month MEB 8
P28 Female 67 Less than high school 5.5 M1,M2,M3 Yes; low freq EMB 5
P29 Male 66 High school graduate 5 M4 No EMB 3
P30 Male 70 Less than high school 8 M1 No BEM 3
P31 Female 69 High school graduate 3.5 M2,M3,M5 Yes; daily use BEM 7
P32 Female 71 High school graduate 4.5 M2,M3 No BEM 6

5.3 Procedure
We first collected the demographic and mobile phone usage information of participants. Then each participant
was asked to identify 2 to 10 problems that they frequently encounter when using mobile apps. After thorough
communication with the participants to ensure mutual understanding of the problems, we recorded these
problems and assigned each participant a task set based on their problems. The tasks in the task set for each
participant were to search tutorials for these problems using the three methods (Our tutorial database was
extensive enough to support tutorials for the problems identified by each participant). Creating task sets based on
individual smartphone usage ensured that the queries posed by participants reflected real-life situations. All the
participants used the same Android phone installed with EasyAsk. We had affirmed that 100% of the participants
have experience using Android phones. We allowed sufficient time for participants to become familiar with the
phone. Following this, we instructed each participant on using three different methods. Once proficiency was
achieved in each method, participants used each method sequentially to accomplish their assigned tutorial search
tasks. Finally, we conducted a post-stimulus survey, where each participant evaluated the three methods.
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5.3.1 Method Instructions. As shown in Table 4, different participants present varying levels of proficiency with
smartphones and the Baidu app. Therefore, we provided instructions on using Baidu, Mailing, and EasyAsk to
search for smartphone tutorials.

We conducted the instruction in the order of Baidu, Mailing, and EasyAsk. Our instruction of each method can
be divided into three steps: case-based teaching, task practice, and independent exploration:

(1) Case-based Teaching. Firstly, to maintain consistency in teaching, for each method, we used the same
case (“How to close WeChat floating windows") for teaching and explained the case to participants in the
beginning. As our core objective is to teach participants how to search for tutorials, we only taught them
how to use the three methods for tutorial searches. Although each method has its unique features, the main
steps for searching for tutorials are consistent: opening the app, describing the problem, and searching for
tutorials. Therefore, we sequentially guided participants through these three steps for each method while
providing explanations. If participants raised questions during the process, we addressed them immediately.

(a) We first showed the location of the app and opened it.
(b) Then we taught how to describe the problem. Since the interface and interaction of each method differ,

the teaching approach varies slightly.
When teaching Baidu and Mailing apps, we advised participants to supplement app information and
ask questions as accurately as possible to improve search result accuracy. We then demonstrated and
executed the process of describing the problem, noting the interface operation steps for Baidu and Mailing
are basically the same. First, we clicked on the search box, then pressed the “voice search" button, and
asked, “How to close WeChat floating windows?".
When teaching EasyAsk, we informed participants that EasyAsk supports describing problems with
voice and touch, and natural inquiries are supported without supplementing app information. Then, we
demonstrated and executed the inquiry process. First, we clicked the “ask" button, then clicked on the
floating window, and asked, “How to close this?"

(c) Finally, we displayed how to search tutorials. All three methods automatically initiate a search after the
voice inquiries. Thus, after the previous step of describing the problem, the app displayed the search
results and we showed them to the participants.

(2) Task Practice.After previous teaching, we asked participants to use themethod to search for a problem they
commonly encounter while using their phones, following the steps taught in the first step. If participants
encountered difficulties or forgot how to operate during the practice, we would only provide verbal prompts
instead of completing the operations for them.

(3) Independent Exploration. Finally, we allowed participants to independently explore the app until they
felt confident in using it to search for tutorials and were ready to move on to learning the next method.

We recorded the time taken from the beginning of the instruction to when the participants finished their
independent search operations.

5.3.2 Tutorial Search Tasks. Acquiring the basic knowledge of three methods, each participant was asked to
sequentially use each method to search for tutorials corresponding to their assigned tasks.

It is noted that participants only need to search and confirm whether they have successfully found the correct
tutorial once with each method, without necessarily following the steps to complete the corresponding operations
step by step.
We define an accurate search in each task as finding at least one correct tutorial that satisfies the search

intent of the participant, enabling them to solve their problem. After the participant completed their search, a
researcher examined the search results displayed on the current interface to determine whether the search was
accurate or not. Since EasyAsk only returns a single search result, the researcher could assess its correctness.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 8, No. 3, Article 102. Publication date: September 2024.



EasyAsk: An In-App Contextual Tutorial Search Assistant for Older Adults with Voice and Touch Inputs • 102:15

However, as Baidu and Mailing display multiple results, the researcher identified the first search result meeting
the participant’s needs to solve their problem among the search results and recorded its order.
To avoid potential interference from the order of using the three methods, we employed a counterbalancing

technique. There were a total of six possible sequences, shown in the Table 4 (e.g., “EBM" stands for using EasyAsk
first, followed by Baidu, and finally Mailing to complete the task), among which each set of three participants
followed the same order, and this assignment was entirely random.
Given the decline in cognitive abilities among older adults, despite prior instruction on the three methods,

there was a possibility of forgetting during the experiment. Therefore, we occasionally reminded participants
about the usage of different methods during the task if they needed to.
In addition to search accuracy and the order of the first correct search result, we also recorded the task

completion time (including search time and time spent browsing search results), whether the participants needed
prompts during the task completion, and whether the participants could find the correct search result.

5.3.3 Post-stimulus Survey. After participants completed all the tasks, we conducted a post-stimulus survey
which included 5 ratings on a 7-point Likert scale: Mental Demand, Physical Demand, Performance, Effort and
Frustration Level. These ratings, selected from NASA-TLX (Task Load Index) questionnaire [25], could help us
quantify participants’ perceived cognitive workloads and subjective evaluation of the three methods. According
to the questions in the NASA-TLX questionnaire, we asked participants to rate the three methods on these five
rating scales and provide reasons for there rating scores. We recorded their rating scores, reasons behind the
scoring and any spontaneous comments during the survey.

6 RESULTS
In the user experiment, we collected experimental data and ratings from 18 participants. Each participant
completed an average of 5 tasks (Table 4), searching for tutorials using three different methods for each task. We
present our objective evaluation using data collected in the tutorial search tasks, and then demonstrate subjective
evaluation with participants’ ratings of the three methods in the post-stimulus survey.

6.1 Objective Evaluation
Utilizing data gathered from tutorial search tasks, we compared user skilled level in three methods, efficiency in
completing tasks using these methods, and their respective effectiveness.

Table 5. Objective Evaluation.

Learning Time (s) Prompted
Participants

Task Completion Time (s) Order of Correct Result Participants Finding
Correct Search ResultMean SD Searching Browsing Mean SD Range

EasyAsk 198 63.2 28.70% 11 28 - - - 97.85%
Mailing 170 69.6 53.20% 22 37 3.77 3.12 1-12 73.53%
Baidu 181 71.9 29.80% 22 32 1.76 1.21 1-6 83.93%

6.1.1 Skilled Level Comparison. The average learning time (Table 5) for participants and the percentage of
participants who need prompts (Table 5) when using different methods to complete tasks can indicate their skilled
level with these methods. We performed the Friedman test on the average learning time of the three methods
and found no significant difference. Although EasyAsk has the longest learning time, it is mainly because we
need to teach participants how to use our input method with voice and touch, which is novel for them. Despite
being a new input method, participants found this method convenient (P17, P19, P23, P32).
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As mentioned in the formative study, we provided occasional prompts about the usage of different methods
during the task because of the decline in cognitive abilities among older adults. We prompted participants
including how to access different methods and how to ask questions. When using EasyAsk, only 28.70% of the
participants need prompts. While Mailing has the highest percentage. This is mainly because the entry path
for Mailing is too long (e.g., P17 said “Finding Mailing is a bit of a headache"). Additionally, participants lack
experience with Mailing, leading to a higher need for prompts. Although participants had never used EasyAsk
or Mailing, the percentage of prompted participants of EasyAsk is even lower than Baidu, which is relatively
familiar for most participants. Participants reported that compared to the other two methods, using EasyAsk
to find tutorials requires fewer steps, which is more friendly for older participants with cognitive and memory
decline.

6.1.2 Efficiency Comparison. We measured the efficiency of users completing tasks with multiple metrics. First,
we calculated the mean time of task completion. According to the steps of searching tutorial, we split the time
into two parts: searching time (from opening the method to clicking on the “Search" button) and browsing time
(checking all search results to determine if there is a tutorial that matches their needs).

We performed the Friedman’s test on the searching time and browsing time of the three methods, and both
metrics showed significant differences (𝑝 < 0.001; 𝑝 < 0.001). Then we conducted post-hoc tests for paired
comparisons. The result showed that participants spent significantly least time searching and browsing in the
task completion with EasyAsk compared with Baidu and Mailing (𝑝 < 0.001; 𝑝 < 0.001). However, there are no
significant differences between Baidu and Mailing on these two metrics. The significantly shorter time required
for searching tutorials using EasyAsk is mainly due to its user-friendly interface, allowing participants to ask
questions directly, saving the cost of switching interfaces. For example, P19 said “EasyAsk is easy to use, quite
practical, and does not require switching interfaces."
When faced with numerous search results, participants need to find the correct one. The average order of

correct results for Mailing is 3.77 (SD = 3.12, Max = 12), higher than Baidu (Mean = 1.76, SD = 1.21, Max = 6).
It can be observed that the browsing time for participants when using Mailing to complete tasks is also longer
than with Baidu. However, EasyAsk provides only one result, so this figure was omitted. Even when the correct
result is found, if it appears later in the search results, users demonstrate difficulty in identifying or locating this
correct result. Only 73.53% of users can find the correct result in Mailing’s search results, while for Baidu, this
figure is 83.93%. As for EasyAsk, when the search result is correct, only one user (P25) considered it as incorrect
(P25 asked “How to shoot funny videos", and EasyAsk’s search result mentioned “filter", a term unfamiliar to the
participant, leading to the misperception).

6.1.3 Effectiveness Comparison. To measure the effectiveness of the three methods in helping older adults access
tutorials that can address their problems, we compared their accuracy in search tasks. As the definition of
“accurate search" is mentioned in section 5.3.2, we define accuracy as the number of accurate searches divided
by the total number of searches, and we calculated it as the overall accuracy in Table 6. For precise accuracy
calculation, we define a single accurate search as one where there is at least one result meeting the participant’s
needs among the top-k (k = 1, 3, 5, 10) results. The maximum value of k is set to 10 because both Baidu and
Mailing default to displaying only 10 results, and most participants (except for P20) only check whether there
were tutorials that meet their requirements among the default top-10 search results. Additionally, since EasyAsk
only returns one result, only the top-1 accuracy is calculated. Recorded by one of the researchers during the
tutorial search tasks, we calculated the accuracy of the three methods (shown in Table 6).

We applied the chi-square test with Bonferroni correction for pairwise comparisons to determine if there were
significant differences in the accuracy of searches across three methods. Results showed that EasyAsk had a
significantly higher accuracy of 98.94% (𝑝 < 0.001) compared to Mailing and Baidu, with only one incorrect search
result. In this incorrect case, participant P27 wanted to ask how to search for a product in Pinduoduo, and she
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asked “I want to buy bananas", while EasyAsk returned the tutorial of buying some product in the shopping cart.
The returned tutorial slightly deviated from the participant’s needs. The participant is more focused on how to
search, but her query was actually ambiguous. The accuracy is influenced by multiple factors: queries, search
algorithms, and recommendation algorithms. Among these, queries play a vital role. The accuracy of Mailing
is significantly lower than Baidu (𝑝 < 0.001), because participants were unfamiliar with this method, so they
feel nervous each time using it, leading to a decrease in the quality of their queries. For Baidu, although many
participants were familiar with it and had a general idea about the recommended results, it provided too many
results, and the quality was relatively low. The most important reason why EasyAsk reached high accuracy is that
EasyAsk automatically supplements and utilizes the contextual information and formats the query, as Baidu’s
accuracy indicates that the queries of participants still lack problem-related context even some participants have
been familiar with Baidu.

Table 6. Accuracy of EasyAsk and Baseline Methods.

Total Searches Overall Accuracy Top-k Accuracy
1 3 5 10

EasyAsk 94 98.94% 98.94% - - -
Mailing 94 36.17% 7.45% 22.34% 25.53% 31.91%
Baidu 94 59.57% 36.17% 53.19% 56.38% 57.45%

To further validate the necessity and effectiveness of supplementing contextual information and query for-
matting in our method, we conducted an ablation study of EasyAsk. We set three additional models (E00, E01,
and E10) based on whether contextual information is used and whether the query is formatted. We calculated
the accuracy of these three models on the same dataset collected in the user experiment, and the results are
shown in Table 7. We then conducted the chi-square test with Bonferroni correction for multiple comparisons to
determine if there were significant differences between the models. For model E00, we used participants’ raw
voice input without any contextual information as queries to search for the tutorial. The accuracy of model
E00, not surprisingly, turned out to be the lowest as 68.09%, which is significantly lower than E10 and E11 (𝑝 <
0.05; 𝑝 < 0.05). However, it is still higher than Baidu and Mailing, due to the power of the large language model.
For model E10, we used a new prompt to optimize participants’ voice inputs only based on verbal questioning
patterns, without contextual information. Then the optimized queries with the prompt are sent to the GPT-4
model to search for tutorials. Model E01 only improved the accuracy by one inquiry compared to E00. For model
E10, the queries are unformatted, containing raw voice inputs and contextual information. The accuracy of
E10 is 94.68%, significantly higher than E00 (𝑝 < 0.05) and E01 (𝑝 < 0.05), but still slightly lower compared to
EasyAsk. The comparison of the E00 and E01 showed that without contextual information, query formatting was
unable to significantly improve accuracy. Comparing the accuracy of E10 and E00, we concluded that contextual
information played a crucial role in understanding users’ intentions. While contextual information is important,
query formatting is indispensable according to the accuracy gap between E10 and EasyAsk.

Overall, EasyAsk demonstrated the highest accuracy, and we validated the necessity of supplementing contex-
tual information and query formatting, as two key schemes in our method.

6.2 Subjective Evaluation
In this section, to present the subjective evaluation of participants, we first illustrate the quantitative results from
the 7-point Likert scale ratings and then present qualitative results recorded in the post-stimulus survey.
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Table 7. Ablation Study of EasyAsk.

Model Contextual Information Query Formatting Accuracy
E00 68.09%
E01 ✓ 69.15%
E10 ✓ 94.68%

EasyAsk ✓ ✓ 98.94%

6.2.1 Subjective Ratings. Figure 3 and 4 showed participants rating scores for EasyAsk, Mailing and Baidu in the
post-stimulus survey. Overall, EasyAsk has achieved the best performance in five ratings (Figure 3). In comparison
with Mailing and Baidu, participants rated EasyAsk with significantly less mental demand (Mean = 1.78, SD = 1.44
vs. Mean = 3.39, SD = 1.89 in Mailing vs. Mean = 3.22, SD = 1.90 in Baidu), less physical demand (Mean = 1.33, SD
= 0.57 vs.Mean = 2.44, SD = 1.77 in Mailing vs.Mean = 2.17, SD = 2.25 in Baidu). Compared with Mailing, EasyAsk
demonstrated significantly better performance (Mean = 1.61, SD = 1.06 vs. Mean = 2.67, SD = 1.20 in Mailing),
significantly less effort (Mean = 1.67, SD = 1.41 vs.Mean = 2.94, SD = 1.72 in Mailing), as well as significantly lower
frustration level (Mean = 1.24, SD = 0.55 vs. Mean = 2.22, SD = 1.72 in Mailing). We calculated the significance of
the five ratings between EasyAsk and the baseline methods with the Wilcoxon Signed-Rank test.

Fig. 3. The mean and standard deviation of rating scores for EasyAsk and baseline methods. *𝑝 < 0.05, **𝑝 < 0.01, ns = no
significance.

6.2.2 Qualitative Feedback. Overall, all participants stated that they would like to use EasyAsk to search for
tutorials when encountering smartphone problems in the future: “I hope to be able to use this app in my daily life
as it is very convenient" (P18), “I feel that EasyAsk is more practical, and compared to the other two, I prefer EasyAsk
more. With this method, I won’t have to trouble others when I have problems with my phone" (P21), “I appreciate this
style of questioning; it doesn’t require much effort mentally for me to describe the problem, which makes me feel
quite at ease" (P27).

Participants acknowledged the effectiveness of EasyAsk in searching for tutorials as 12 participants indicated
the search results totally matched their intentions. P17 thought the search results of EasyAsk were “more perfect".
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P20 said “EasyAsk’s results are more accurate. Although Baidu and Mailing returned more results, they are not
precise." 10 participants reported the results were easy to understand. P18 noted that Baidu provided too many
search results, which made it hard to understand each result, and he also reported the inaccurate results of
Mailing and Baidu results made him feel frustrated.

Specifically, participants emphasized that our method alleviated their inquiry burden mentally and physically.
4 participants emphasized the questioning is straightforward and less frustrating (P27, P30, P21, P18). P27 said, “I
appreciate this style of questioning; it does not require much mental effort to describe the problem, which makes me
feel quite at ease." P30 similarly mentioned, “I do not need to say too many words, and I do not have to describe the
question very clearly." P21 said that he had to mention the app using Mailing and consider how to organize his
query using Baidu, and he had to say more stuff using these two methods than with EasyAsk, which increased
his mental demand.
Participants also affirmed that the interaction and interface design of EasyAsk made it easier for them to

learn and use. As P19 mentioned, she could “stay on the current interface to ask questions", which was really
helpful as EasyAsk saved the cost of frequently switching interfaces to make inquiry like baseline methods. Some
participants also indicated that the feature of our method returning only one result reduced their fatigue and
frustration when confirming tutorials. P18 reported that the results recommended by Baidu and Mailing were too
many, causing fatigue in his eyes. P26 pointed out that “EasyAsk is easy to use and presents few results, which is
convenient". However, 2 participants (P25, P31) emphasized familiarity with the methods was important and they
were not certain about their feelings towards EasyAsk (“Despite EasyAsk being straightforward, I am not familiar
with it." – P25).

Fig. 4. Distribution of the rating scores for EasyAsk and the baseline methods. 1 = positive, 7 = negative.
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7 DISCUSSION
In this section, we reflect on the formative study, development of EasyAsk and user experiment, and summarize
our findings and implications. We also discuss the limitations of our work and future work for research aimed at
helping older adults seek help for smartphone problems.

7.1 Older Adults’ Behavioral and Verbal Questioning Patterns
Teaching older adults how to use mobile phones is valuable [15, 17, 48, 52]. However, previous research focused
primarily on teaching methods and neglected the issue of older adults seeking help. In the formative study, we
summarized older adults’ current practice of seeking help, investigated their ideal way of seeking help, and
found the behavioral and verbal patterns of older adults when seeking help for smartphone-related problems. We
found that older adults turn to others for help (Table 2), which confirms the findings of previous studies [8, 51].
Moreover, it often leads to unsolved problems as their help-seeking behavior depends on others, consistent
with the conclusion of a previous study [3]. Therefore, enabling older adults to quickly and accurately find the
tutorials they need is highly beneficial for them to use mobile phones. Tools that can provide technology help
may benefit from the ideal way of seeking help as it reveals older adults’ needs. Most importantly, our findings
about behavioral and verbal patterns of older adults when seeking help can serve as a reference for creating tools
intended for older adults in the future, providing inspiration for both interaction and interface design.

7.2 Contextual Information Supplementation
To address errors related to patterns of older users’ voice text, we automatically supplemented and utilized
the in-app contextual information, which effectively help understand the needs of older users. The method we
used for contextual data may inspire more research on integrating contextual information with users’ queries.
However, our contextual information is not comprehensive and is limited to the apps only. In the future, we
hope to supplement more contextual information such as GPS and time data. Additionally, we aim to include
non-contextual information, such as users’ inherent preferences and demographic information [45], to enhance
user experience and improve the accuracy of search results. Moreover, in the future, EasyAsk could integrate
vision models to better understand of users’ interface details and provide more contextual information [83].

7.3 Implications for Interaction Design for Older Adults
Based on a profound understanding of older adults’ behavioral and verbal patterns in the formative study, we
carried out the interaction design of EasyAsk. We found that the majority of the participants prefer immediate
inquiries, asking questions as they encounter questions. Therefore, EasyAsk exists in the form of a fixed FAB
(Floating Action Button) button [4], providing just-in-time service. As older users’ inquiries often involve natural
language and gestures, our design facilitates the users in searching tutorials with voice and touch. Due to a
decline in cognitive abilities, decision-making, and choice-making skills in older adults, EasyAsk presents only
one result to reduce users’ cognitive load. In the user experiment, we observed a gap between “subjective" and
“objective" accuracy, originating from the cognitive abilities of the elderly. When the correct result is found, if it
appears later in the search results, users have difficulty in identifying or locating this correct result, leading to a
lower “subjective" accuracy. This finding may provide implications for future tools when presenting information
to older users. Besides, as older users tend to prefer step-by-step tutorials [30, 82, 89], the tutorials we provide are
exactly catering to this learning preference. Results in subjective evaluation between EasyAsk and the baseline
methods validated the usability of EasyAsk, proving the effectiveness of our interaction design.
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7.4 Limitations and Future Work
Although we succeeded in developing a method to make tutorial search accessible for older adults, our study has
some limitations.

Given the expanding functions of apps and diverse user demands, the current 578 tutorials from 14 applications
supported by EasyAsk are certainly insufficient. Considering that tutorials can be recorded with smartphones,
future efforts will explore diverse approaches like crowdsourcing to create and collect tutorials, enabling more
users to contribute as help-givers. Inspired by PromptRPA [29], we consider generating tutorials automatically
only based on inquiries and in-app information with RPA tools. We will also improve the quality of tutorials,
supporting various tutorial formats such as Trial-and-Error mode [30].

To assist less tech-savvy older adults with lower cognitive ability to search and confirm tutorials, our method
only returns a single result. Therefore, when the tutorial provided does not solve their problem, they have to
initiate a new inquiry. Although the current method has achieved a high level of accuracy, and user experiments
have confirmed the rationality and effectiveness of this design choice, we will further improve the interaction
process in the future to better handle cases where searches fail. For example, multi-turn inquiries [59] or providing
related tutorials could be helpful when search results are incorrect.
Regarding privacy and security, researchers found that older adults lack a nuanced understanding of mobile

security and privacy [18, 81]. We acknowledge that our method has prioritized effectiveness and usability
over adequately addressing the privacy and security concerns of older adults. First, customized training and
educational efforts are necessary to address privacy and security concerns and misconceptions among older
adults [81]. Second, to protect the privacy and ensure the safety of older users when using EasyAsk, we consider
improving transparency and control [18] by standardizing and being transparent regarding the types, amount,
and granularity of information collected and shared. The interface of EasyAsk should be improved to explicitly
state when data is transmitted over the cloud as opposed to being processed locally [18]. Further, to alleviate
concerns about uploading personal information to the cloud, we also plan to employ on-device LLM such as
Gemini Nano [74] and Phi-3-mini [47] that can be executed locally on mobile devices, allowing performing
tutorial search tasks offline.

8 CONCLUSION
In this paper, we presented EasyAsk, a method that incorporates in-app contextual information to help older
adults search for interactive tutorials through voice and touch. Guided by a formative study with 16 older
participants, we implemented EasyAsk as an Android app, enabling users to ask questions naturally and directly,
and obtain task-specific step-by-step interactive instructions to complete tasks. To empower EasyAsk, we used
large language models to understand the voice text and contextual information provided by older users, and
search for tutorials to help users solve their problems. Our user experiment, involving 18 older participants,
demonstrated the usability and accuracy of EasyAsk, providing superior support compared to baseline methods,
with an accuracy rate of 98.94%. We hope that our work will catalyze future work in providing technology
assistance to older adults, transcending the limitations of smartphones.
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A PROMPT EXAMPLES

Fig. 5. The prompt used for query formatting.

Fig. 6. The prompt used to search for tutorials.

B VERBAL QUESTIONING PATTERNS
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Table 8. The patterns of verbal questions spoken by older participants when seeking help for smartphone problems. Problem
is the smartphone issue that the participant wants to solve; Red text in Query is the participant’s original question, and the
black text following it provides additional description.

Pattern Detail Problem Query Explanation

Incomplete information Missing location
information

Making a pay-
ment at a certain
store

“I want to pay" (Missing
payment location, some
stores only support spe-
cific payment methods.)

Older adults haveweakermemory
and get easily anxious when en-
countering problems, which often
results in forgetting to provide con-
textual information.

Missing interface
information

Deleting a prod-
uct from the cart
in an app

“I want to delete it" (Miss-
ing interface where the
product is located.)

Missing app Changing user
profile picture in
an app

“I want to change my pro-
file picture" (Missing infor-
mation about which app’s
user profile picture needs
to be modified.)

Missing UI com-
ponents

Collecting virtual
coins in an app

“I want to collect this"
(Missing target object,

older participants use
content-pointing actions
to target instead of verbal
description.)

Older adults have the lower cog-
nitive ability and may not under-
stand how visual patterns on the in-
terface convey information.

Redundant information Descriptions
of why things
happen

Taking a video
and sharing it
with friends

“I’m in a park and the view
is very beautiful and I want
my friends to see this too
and I want to take videos
and send them to do how
to do it"

Older adults are overly concerned
that others may not understand, so
they tend to provide more informa-
tion about the reasons behind what
happened.

Repetition of In-
terface Informa-
tion

Copy a piece of
text

“I want to copy ‘next Fri-
day to go hiking together
and meet at the gate at 1
pm’" (Reading out all the
text to copy directly)

Older adults have the lower cog-
nitive ability and may not under-
stand how components on the inter-
face convey information.

Ambiguous descriptions Description of vi-
sual information
through describ-
ing visual style
and intended op-
erations

Feeling confused
about an icon
and wanting to
remove it

“Sometimes there is a kind
of icon on the phone
screen, I don’t know how
to use it, I don’t understand
what you mean, I want to
remove it, how to operate
it"

Compared to younger individuals,
older adults are typically less tech-
savvy and may not know the pro-
prietary names of visual compo-
nents and patterns on the interface.

Overly specific vocabulary Use specific vo-
cabulary that is
not outlined as
specialized vocab-
ulary

Searching for a
singing blogger

“I want to listen to Wang
Erni’s songs" (Using the
specific blogger name)

Older adults are not familiar with
search techniques and have rela-
tively low search literacy. They
prefer to use specific nouns to ex-
press their intentions, instead of
generalizing specific nouns into pro-
fessional terms.

Wrong description of vo-
cabulary

Misunderstanding
of vocabulary

Downloading
videos

“I want to collect videos"
(Some older adults think
that downloading and col-
lecting are the same.)

Older adults have the lower cog-
nitive ability and are not famil-
iar with the functions of the mobile
phone.
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