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Figure 1: An example Docent use case in Photoshop. (a) A novice user intends to extract the puppy from its background using 
"Eraser" tool. (b) Docent utilizes the user’s vague demand of seeking better practice and recent software operations to retrieve 
the most-related tutorial. (c) The user sees the in-situ tutorial visualized by Docent, and learns to use the "Object Selection" tool 
instead. 

ABSTRACT 
Nowadays, novice users often turn to digital tutorials for guidance 
in software. However, searching and utilizing the tutorial remains 
a challenge due to the request for proper problem articulation, ex-
tensive searches and mind-intensive follow-through. We introduce 
"Docent", a system designed to bridge this knowledge-seeking gap. 
Powered by Large Language Models (LLMs), Docent takes vague 
user input and recent digital operation contexts to reason, seek, 
and present the most relevant tutorials in-situ. We assume that 
Docent smooths the user experience and facilitates learning of the 
software. 

CCS CONCEPTS 
• Software and its engineering → Documentation; • Human-
centered computing → User interface toolkits. 

Permission to make digital or hard copies of part or all of this work for personal or 
classroom use is granted without fee provided that copies are not made or distributed 
for proft or commercial advantage and that copies bear this notice and the full citation 
on the frst page. Copyrights for third-party components of this work must be honored. 
For all other uses, contact the owner/author(s). 
UIST ’23 Adjunct, October 29–November 01, 2023, San Francisco, CA, USA 
© 2023 Copyright held by the owner/author(s). 
ACM ISBN 979-8-4007-0096-5/23/10. 
https://doi.org/10.1145/3586182.3625121 

KEYWORDS 
Software Tutorials, Digital Operation, Large Language Model 
ACM Reference Format: 
Yihao Zhu and Qinyi Zhou. 2023. Docent: Digital Operation-Centric Elic-
itation of Novice-friendly Tutorials. In The 36th Annual ACM Symposium 
on User Interface Software and Technology (UIST ’23 Adjunct), October 29– 
November 01, 2023, San Francisco, CA, USA. ACM, New York, NY, USA, 
3 pages. https://doi.org/10.1145/3586182.3625121 

1 MOTIVATION 
Though software developers produce an abundance of online tuto-
rials, novice users always fail to utilize these resources efciently 
when encountering specifc issues[6]. 

Imagine a novice Photoshop user attempting to remove a photo’s 
background. Initially, the user opts to manually erase the dog’s 
background using the "Eraser" tool, a method both imprecise and 
laborious. When seeking a more efcient method, formulating a 
search query becomes a challenge; the user struggles to translate 
their needs into precise search terms. This lead to prolonged key-
word searches and browsing of entries. Moreover, once they locate 
the most-related tutorial, they’re forced to switch between the tu-
torial and their task. All these factors contribute to an inefcient 
and tedious user experience. 
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We identify three major challenges in the tutorial-seeking pro-
cess: (a) Incompetence in articulating specifc tutorial needs, 
(b) Difculty in fnding the most relevant tutorials, (c) Inef-
ciency in comprehending and implementing tutorial instruc-
tions. Therefore, we introduce Docent, a novel system designed to 
mitigate these prevalent issues. 

2 SYSTEM INTRODUCTION 
As shown by Figure 1, when Docent is on, users can use the software 
as usual. When users encounter problems, they can pose ambiguous 
natural language questions. Just as if an expert of the software is 
sitting aside observing their screen, Docent will elicit the most rele-
vant tutorial and display in-situ guidance on the software interface. 
This seamless experience is realized through three advancements in 
intention articulation, tutorial match-up, and tutorial integration. 

Articulating search intention requires superior software mas-
tery. This is because software masters can delineate the context and 
frame it in proper language[10, 13]. Previous work like Torta[8] and 
RePlay[4] captures UI events’ names and interaction descriptions, 
presenting them for users to adopt in the expressions. However, 
these cues often fall short of describing the full context. Docent 
enhances this by recognizing ongoing semantic user activities us-
ing prolonged events series. Novice users can then supplement 
this context with imprecise natural language expressions. Docent 
amalgamates this user input with the context, and leverage LLM to 
reason about potential search intentions. With its extensive com-
mon knowledge possession and reasoning abilities[1], the generated 
intentions can be contextually accurate. 

Moreover, matching these intents with appropriate tutorials is 
also challenging. Because the users have to conduct the exhaustive 
browse and evaluation through the vast array of candidate tutorials. 
Traditional searching methods rely on keyword matching, prompt-
ing some researchers to extract more metadata from tutorials to 
refne the matches[11, 12]. Docent, however, employs a semantic 
search approach. Pretrained with extensive language corpus, it can 
map any natural language expression in high-dimensional semantic 
space[7], enabling advanced comparison. 

Lastly, comprehending and following an external tutorial can 
be taxing for users. Because switching between the tutorial and 
the software can cause huge cognitive load[2]. Docent builds upon 
established in-place tutorial display designs[3, 14] and we automate 
the integration to eliminate manual inputs. This improvement is 
realized by employing LLM to interpret the tutorial content and 
subsequently integrate highlighted hints on key UI elements. 

3 TECHNICAL PLAN 
To create a seamless tutorial search user experience, Docent adopts 
three modules, namely, (a) Operation Monitor, (b) LLM-powered 
Matcher, (c) Tutorial Transformer, as shown in Figure 2. Initially, 
the Operation Monitor captures and summarizes usage context. 
Then, the LLM-powered Matcher combines the context with the 
user’s vague search input to infer possible intents. Using seman-
tic search, this module fnds the most-related tutorial. Finally the 
Tutorial Transformer converts the tutorial into in-situ guidance 
confguration and displays it on software interface. 

Figure 2: Docent technical fow. (a) The Operation Monitor 
captures raw computer events and transforms them into re-
cent activity descriptions in three steps. (b) The LLM-Powered 
Matcher fnds the best-aligned tutorial with inferred user in-
tentions. (c) The Tutorial Transformer converts the retrieved 
tutorial into in-situ hints confguration 

We implemented an Operation Monitor on Windows platform. 
The Monitor registers raw events like ’click’ and ’drag’ via Windows 
OS interaction API (e.g., user32.dll) and captured screencasts. Then, 
several related events are clustered to form a semantic operation 
using predefned rules. Finally, LLM is invoked to summarize the 
recent operations into a representation of current activity context. 

Within the LLM-powered Matcher, we frst prompt LLM to rea-
son about the potential user inquiries based on the current activity 
context and the vague search expression. Given the variability in 
LLM outputs and the inherent ambiguity in discerning true intent, 
we concurrently instruct the LLM to generate a set of possible 
search expressions. 

Following this, the Matcher utilizes the LLM to embed both the 
derived expressions and the tutorial metadata (including titles and 
primary descriptions) into high-dimensional vectors. The ideal tu-
torial is then selected by comparing the proximity between vectors 
representing user intention and tutorial content. 

Once the optimal tutorial is sent to the Tutorial Transformer, the 
LLM interprets the tutorial and extracts guidance in a structured 
"Element-Action" format. These directives are then projected onto 
the software interface, highlighting interaction target and advance 
based on user’s progress reported by the Operation Monitor. 

4 DISCUSSION 
We demonstrate the primary advantages of Docent in the following 
three aspects: 

(1) It augments the learning curve of novice software users. 
(2) It revitalizes and leverages existing tutorials. 
(3) It is fully automated and requires no human intervention. 
Additionally, we demonstrate that our system framework can 

efciently address the challenges highlighted by previous works, 
such as tutorials in video form[4, 9, 11], cross-application tasks[4], 
and variations in sources[5], due to its general intelligence and 
operation system-level activity capture. 
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