
A Human-Computer Collaborative Editing Tool for Conceptual 
Diagrams 

Lihang Pan 
plh18@mails.tsinghua.edu.cn 

Department of Computer science and Technology, 
Tsinghua University 

Beijing, China 

Zhe He 
hez19@mails.tsinghua.edu.cn 

Department of Computer science and Technology, 
Tsinghua University 

Beijing, China 

Chun Yu∗
chunyu@mail.tsinghua.edu.cn 

Department of Computer science and Technology, 
Tsinghua University 

Beijing, China 

Yuanchun Shi 
shiyc@tsinghua.edu.cn 

Department of Computer science and Technology, 
Tsinghua University 

Beijing, China 
Qinghai University 

Xining, China 

Figure 1: How the user edits the diagram in a multimodal collaborative manner. (a) There are three elements on the canvas 
before the command. The green dots indicate the predicted positions for the next element. (b) The user command contains a 
casual gesture and a vague instruction. Note that the user does not specify a precise position, color, or size for the new element. 
(c) The best solution calculated by the system. (d) The user can switch to another solution manually.

ABSTRACT 
Editing (e.g., editing conceptual diagrams) is a typical ofce task 
that requires numerous tedious GUI operations, resulting in poor 
interaction efciency and user experience, especially on mobile 
devices. In this paper, we present a new type of human-computer 
collaborative editing tool (CET) that enables accurate and efcient 
editing with little interaction efort. CET divides the task into two 
parts, and the human and the computer focus on their respective 
specialties: the human describes high-level editing goals with mul-
timodal commands, while the computer calculates, recommends, 
and performs detailed operations. We conducted a formative study 
(N = 16) to determine the concrete task division and implemented 
the tool on Android devices for the specifc tasks of editing concept 
diagrams. The user study (N = 24 + 20) showed that it increased 
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diagram editing speed by 32.75% compared with existing state-of-
the-art commercial tools and led to better editing results and user 
experience. 
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1 INTRODUCTION 
Editing (e.g., editing conceptual diagrams [53, 77]) is a typical ofce 
task. Whatever the editing device is (e.g., PC, tablet, or big screen), 
it is currently accomplished with GUI applications (e.g., Microsoft 
PowerPoint), where users waste tremendous time and efort on 
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complex and tedious GUI operations. For example, when editing 
diagrams, users must search for the desired function on a complex 
interface and constantly drag and drop an element to control its po-
sition precisely. Smartphones enable users to meet job obligations 
at fexible times and locations. Users can fully use the fragmented 
time to boost productivity and leisure time [90, 98] while mini-
mizing the impact on family duties [5, 26, 104, 105] when work is 
inevitable. The aforementioned problem is even more prominent 
when users edit on their mobile devices [19, 65, 91, 96, 98]. 

The primary reason for this problem is that after determining 
the editing goals, users have to convert them into complicated 
GUI operations and manually conduct the procedures. Artifcial 
intelligence (AI) may help or even replace users in these operations, 
collaborating with them to accomplish tasks with greater efciency 
and quality. This mechanism has been applied in design and creation 
activities [61, 62, 113] but hardly to ofce tasks. 

To reduce the interaction overhead while ensuring the accuracy 
of content editing, we propose a novel type of human-computer 
collaborative editing tool (CET). The most signifcant feature of 
CET is that it supports task division and collaboration between the 
human and the computer. As shown in Figure 1-b, the user describes 
high-level editing efects via multi-modal commands (inaccurate 
gestures and vague verbal instructions) instead of the precise and 
tedious operations required by traditional GUI applications. The 
tool collaborates with the user to guarantee accurate editing results: 
CET automatically calculates candidate solutions that satisfy user 
commands and recommends them to the user in order (Figure 1-
c&d). Besides, it predicts and displays the user’s possible subsequent 
behaviors (e.g., the green dots in Figure 1-a). 

We selected conceptual diagram editing as a typical example 
of various content editing tasks and conducted two user studies. 
The frst was a formative study where we determined the task divi-
sion between the human and the computer: what information the 
human is willing to provide and how the computer supplements 
the remaining. The experimental results indicated that users speci-
fed only the important features of the editing content with vague 
inputs, and the assistants complemented operation details based 
on prior knowledge and content-related posterior knowledge. We 
accordingly proposed the functionality design, system design, and 
collaborative interaction design of CET and completed implemen-
tation, named SGDiag. Fourteen Figures in this paper (Figure 4 & 6 
- 18) are created with SGDiag. The second study evaluated the func-
tionality of SGDiag. The experiment results showed that our tool
saved 32.75% of the time and scored 21.89% higher in editing results
than the existing state-of-the-art commercial system (Microsoft
PowerPoint for Android). In addition, users showed signifcant
preferences for our tool.

Our contributions are two folds: 

(1) We present a formative study strategy for determining the
task division between humans and computers by simulta-
neously observing the behaviors of end users and human
assistants.

(2) We propose a new class of human-computer collaborative
editing tools that introduce AI into existing editing tasks. We

demonstrated how such tools assisted end users in complet-
ing mobile diagram editing activities with great experience, 
efciency, and quality. 

2 RELATED WORK 

2.1 Human-computer Collaborative Editing 
Systems 

Traditional human-computer collaborative systems provide op-
tional references to help the editing process. A common application 
domain is patient notes, where collaborative tools automatically dis-
play patient information [112, 120] and disease encyclopedia [110] 
based on physicians’ inputs. Besides, such systems are widely used 
for other tasks, such as drawing [24], brainstorming [111], game 
editing [38], video creation [54, 55], and storytelling [101, 117]. 

With the rapid development of neural networks, human-computer 
collaborative systems have changed their roles from assistants to 
creators. A typical example is AI-assisted painting, where the user 
only draws part of the image, and the deep learning algorithms 
automatically generate a complete picture [28, 34, 39, 51, 74, 84]. 
Similarly, Ryan Louie proposed a music editing system [75]: the 
author manually writes some notes and sets some parameters, and 
the AI automatically composes the remaining parts. In addition, 
such methods are fully exploited in creative writing [20, 21, 35]. 

The multimodal collaborative tool proposed in this paper has 
two signifcant diferences from the existing collaborative systems. 
First, our tool supports multimodal interactions such as casual 
gestures and vague utterances, whereas existing systems require 
rigid GUI interactions. Second, our tool is a compromise of the two 
existing categories. Our tool directly participates in editing rather 
than merely providing optional hints. Besides, it signifcantly difers 
from modern collaborative creators that complete the generation 
process independently from end to end. Instead, it follows user 
instructions step by step and collaborates with the user to resolve 
the vagueness of the multimodal commands. 

2.2 Multimodal Interactions 
Multimodal interactions reduce interaction burden, improve inter-
action efciency and user satisfaction [1, 88, 121], and are a hot 
research topic in human-computer interaction. Researchers pro-
posed many multimodal interaction techniques [33, 60, 80, 118, 119] 
and applied them in diferent interaction tasks such as system 
control [2, 11, 45, 122], visualization [69, 100], mobile interaction 
[29, 30, 48, 115], information retrieval [4] , and interface styling [57]. 
Combining speech and gesture is a common multimodal scheme 
[1, 11, 50, 86, 87, 113] that excels in semantic information expres-
sion and spatial location specifcation [22, 121]. SGDiag employs 
this scheme due to its advantages. 

A typical practice of multimodal editing tools is adding voice 
commands as optional shortcuts to existing functions [52, 122]. 
VoiceCuts [58] adds a speech modality to Adobe Photoshop for 
creative experts. However, most interactions are still in traditional 
GUIs. Another example is PixelTone [67], which enables multimodal 
image editing on small and portable devices. However, users must 
specify every detail in the commands because the system cannot 
infer absent parameters from the editing contents. Besides, machine 
learning researchers have proposed many multimodal systems for 
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generating (instead of editing) diferent contents, such as texts [14], 
images [16, 44], music [18], and videos [73]. Nevertheless, they 
mainly focus on deep learning models instead of the interaction 
processes. Users cannot control how the models generate the con-
tents. In addition, multimodal editing tools play an essential role 
in accessibility, supporting the disabled in drawing [41, 43], cur-
sor control [10, 23, 40], text input [116], and web page design [92]. 
However, for ordinary people, these systems impose an additional 
interaction burden. 

Dissolving the vagueness of user commands is an important topic 
in interaction research. The fat fnger problem leads to ambiguity 
in gesture interaction, to which researchers have proposed many 
solutions [42, 99, 108]. Speech interaction faces a similar situation, 
which has not been fully explored [7, 89]. In this paper, we inves-
tigate the vagueness of multimodal commands in natural editing 
and its solutions through a bidirectional user behavior observation 
experiment (Study 1) and design a collaborative system according 
to the fndings. 

2.3 Conceptual Diagram Editing Tools 
A conceptual Diagram "provides a graphical overview of conceptual
models—the relationship between concrete and abstract entities" [77].
It has various applications in diferent felds, such as scientifc 
writing [70], software development [17], and education [3, 109]. 

Existing diagram editing tools can be divided into two categories: 
those based on direct manipulation and those based on program-
ming languages [77]. General drawing tools (e.g., Microsoft Power-
Point and Noyon [97]) support "WYSIWYG" (What You See Is What 
You Get), but users need to constantly specify diferent attributes 
of elements (e.g., positions and colors) with numerous tedious op-
erations [37]. Programming language-based diagram editing tools 
[13, 94] support rapid code-based prototyping and automatic opti-
mization of the diagram layouts [46, 47, 66]. However, these tools 
have a steep learning curve [78] and are, therefore, rarely used by 
non-experts. 

The diagram editing tool in this paper combines the features of 
both types of editing tools. We still adopt a WYSIWYG design while 
replacing the traditional GUI interface with a multimodal natural 
interaction interface, reducing the learning cost and extending 
applicable scenarios. The users only describe high-level editing 
efects, and the editing tools calculate and optimize the diagrams. 

2.4 Editing on Mobile Devices 
Editing on mobile devices is prevalent nowadays. Compared to 
traditional ofce desktop devices, mobile devices break spatial and 
temporal limits and support better work-life balance when work 
is inevitable [26, 68, 85, 90, 98]. For example, work-related smart-
phone usage "makes an otherwise impossible trip possible" [104]. 
In addition to work-related usage, users edit photos and videos on 
their mobile devices and upload them directly to social applications 
[59, 63] to share their lives anytime and anywhere. In addition, mo-
bile devices are cheap to aford and easy to use, which makes them 
serve a wide range of people. For example, people in developing 
countries (e.g., villages in Africa [9] and India [32]) and children 
[79] prefer mobile devices to create stories.

Previous work explored mobile editing of presentations [49, 56], 
images [31, 67, 76], videos [15, 106], stories [93], and games [8]. Edit-
ing diagrams is rarely explored in the academic community. Many 
commercial general-purpose drawing applications that support 
editing diagrams have mobile phone versions, such as Microsoft 
PowerPoint, Keynote, WPS ofce, Zoho Show, and Adobe Illustrator 
Draw. However, these applications follow the interaction design of 
their desktop versions and are not optimized for mobile devices. 

3 STUDY 1: OBSERVING THE USERS’ AND THE 
ASSISTANTS’ TASK DIVISION IN EDITING 
DIAGRAMS 

The goal of Study 1 is to determine the task division in the diagram 
editing process: what information the human is willing to provide 
and how the computer supplements the remaining. We observe 
the process of the multimodal collaborative editing of conceptual 
diagrams. Our expected results mainly focus on two aspects: 

(1) The natural expression of editing intentions and the gaps
between the expression and traditional GUI interactions. The
natural expression indicates the human’s responsibility in
the collaborative editing task, while bridging the gaps is the
responsibility of the computer;

(2) How the assistant bridges the gaps. This helps us determine
how the computer accomplishes its functionalities.

3.1 Study Design: A formative Study 

Table 1: Tasks in Study 1. Please refer to the Appendix (Sec-
tion A.1 and Figure 23) for details of the tasks. 

Task Id Discipline Topics 
1 Ecology An overview of the carbon cycle 
2 Chemistry DNA and the base pairs 
3 Computer The framework of Android system 

Two participants take part in the study simultaneously, one as 
the end user and the other as the human assistant. The end user 
fnishes three tasks (as shown in Table 1) from a blank canvas in ran-
dom order. Before each task, we provide detailed natural language 
descriptions of the target diagram (Section A.1 in the Appendix). 
The end user gives the human assistant multimodal (speech & 
gesture) instructions. We do not impose any restrictions on user 
commands and require users to express their intentions naturally, 
i.e., "to express their ideas in the same way they think about them"
[82] The human assistant edits the diagram in Microsoft Power-
Point according to the user’s instructions and is required to improve
the presentation of the diagram. In contrast to Wizard-of-Oz (WoZ)
studies, we observe the actions of human assistants and end users.

Figure 2 shows the details of the study apparatus. Table 2 illus-
trates the communication between the participants and the experi-
menter. We ask the human assistant to think aloud about why they 
edit in that way. To avoid human-human elicitation, the experi-
menter does not talk to the end user or the human assistant. The 
human assistant does not provide any verbal feedback to the end 
user. We use QuickTime Player to simultaneously record the laptop 
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Figure 2: An overview of the apparatus. The human assistant edits diagrams with Microsoft PowerPoint on the laptop. The 
screen is captured and forwarded to the end user’s smartphone via RTMP (Real-Time Messaging Protocol) live stream so that 
the end user can see the editing results. The end user gives verbal commands and performs gestures on the smartphone. Voice 
commands are played through a speaker to the human assistant. The touch events are sent to the laptop and rendered on a 
transparent overlay. 

screen (including the actions of the human assistant and the user 
gestures) and the conversations among the three subjects as a video 
fle. 

3.2 Participants 
We recruited 16 participants (10 males and 6 females, aged 21-
35). All of them had experience of editing diagrams with Microsoft 
PowerPoint before the experiment. The participants were randomly 
paired up to complete the tasks. The study lasted 60 minutes. 

3.3 Results 
3.3.1 Behaviors of the End Users and the Gap to GUI Operations. 
We collected 349 commands. Users referred to existing diagram 
elements or confgured attributes with speeches or gestures (Figure 
3). 45.85% (160) of the commands contain multimodal interactions, 
as shown in Table 3. 

All commands contain one or more attributes, such as position, 
size, shape, color, and text. Users neglected many unimportant at-
tributes in natural behaviors, as opposed to explicitly specifying all 
attribute values while using traditional GUI tools. Furthermore, they 
did not always assign specifc values to the unignored attributes. 
We summarize the three phenomena listed below: 

Position was the most important attribute, and unimpor-
tant attributes were neglected. Users merely cared about impor-
tant features rather than specifying every detail as in GUI interac-
tions. As shown in Figure 3, the position attributes (i.e., the x and 
y coordinates) were of most interest to the users. Some unimpor-
tant attributes (e.g., fonts and colors) accounted for only a small 
percentage, meaning they were unimportant and always ignored. 
By explicitly specifying the position attributes, users controlled 
the macroscopic representation of the diagram (also called lateral 
transformations [36, 78]) without wasting time or efort on other 
details (vertical transformations [36, 78]). 

Positions were indefnite with vague ranges. The end users
never directly specifed precise values for element positions as they 
do in GUI interactions. Instead, they described vague ranges with 
gestures or by comparing with positions of other elements. The 
expected position values were indefnite. We summarized three 
kinds of commands related to element positions, the details and 
examples of which are shown in Table 4: 

(1) Describing the comparisons among position attributes (45.89%).
The expected value was indefnite as the user restricted the
element within a range instead of a point.

(2) Setting position attributes with gestures (46.75%). The ex-
pected position values were unclear due to the fat fnger
problem.

(3) Describing the equivalence among position attributes (7.36%).
The human assistant could calculate the value accurately in
this rare case.

Figure 3: The proportion of diferent modalities and their 
functions in the commands. Note that one command may 
contain multimodal data and several attributes. We do not 
mark out the sectors less than 10 degrees (Speech/Font & 
Gesture/Shape). 

End users commented that the relationships among the posi-
tion attributes were important. They never calculated the exact 
values of element positions (the x and y coordinates) in their minds; 
instead, they imagined the diagram layout and expressed the re-
lationships via natural language and gestures. In contrast, they 
specifed precise values for non-position attributes such as color 
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Table 2: The communication between participants and the experimenter. 

Speaker 
Experimenter Human Assistant End User 

Listener 
Experimenter - Think Aloud No Communication 

Human Assistant No Communication - Multimodal Instructions 
End User No Communication No Communication -

Table 3: Diferent kinds of multimodal commands. The texts in quotation marks are the speeches and the italics are the gestures. 

Type Role of Speeches Role of Gestures Count Example 

1+1 
Confgure attributes Refer to elements 36 

"create a new circle to the right of this" 
draw a line under an existing element 

Confgure attributes Confgure attributes 77 
"create a blue square here" 
draw a square on the canvas 

1+2 
Confgure attributes 
Refer to elements Confgure attributes 17 

"copy the circle here and change its text to Animal" 
tap on the canvas 

Confgure attributes 
Refer to elements Refer to elements 19 

"move it to the right of the black square" 
tap on an existing element 

Others - - 11 -

Table 4: How users specifed positions for elements. The texts in quotation marks are the speeches and the italics are the 
gestures. 

Type Count Example 

Comparison 

Direction 
(Left/Above/...) 61 "create a circle to the right of the square" 

Distance 
(Close to/Apart from) 14 

"move it closer to the black square" 
tap on an element 

Between 31 "draw a circle between the red and the blue" 

Gesture - 108 
"move it here" 
tap on the canvas 

Equivalence 
Equal 14 

"create C so that the distance between A and B 
equals that between B and C" 

Middle 3 "create C in the middle of A and B" 

and text. Non-position attributes were rarely associated with each 
other, and it was easier to fgure out their values because they were 
intuitive and discrete. 

Confict Commands for positions. The position relationships
in the current commands might confict with those in history com-
mands (74 in 349, 21.20%). However, the end users did not designate 
how to solve the confict. Figure 4 is a typical example. The user’s 
new command "move B here" conficts with the history command 
"create C so that the distance between A and B equals that between 
B and C." There are at least three possible solutions: 

(1) Move B and C together while keeping A unmoved. This so-
lution satisfes both commands but overturns the command
that determines the position of B.

(2) Move A, B, and C as a whole. This solution satisfes both
commands but overturns the commands that determine the
positions of A and B.

(3) Keep A and C unmoved and move B only. This solution only
satisfes the current command.

3.3.2 How Human Assistants Bridged the Gap. We analyzed the 
human assistants’ think-aloud and their GUI operations to summa-
rize how they bridged the gaps between the natural instructions 
and the GUI interactions. 

Absent/Indefnite attribute complementary with prior knowl-
edge. The prior knowledge refected the human assistants’ percep-
tual preferences and complemented half of the missing or unclear 
attributes, as shown in Figure 5. A typical example is fne-tuning the 
color. The human assistant did not set the color to #0000FF when
the user changed an element to blue. Instead, the assistant set it to 
#24B6DB and said, "Sky blue is a kind of blue that looks good." The
assistant used prior knowledge mainly in the early stages of editing 
diagrams when there were few existing elements as references. The 
average index ratio of prior knowledge1 is 38.46%.

Absent/Indefnite attribute complementary with posterior 
knowledge. The posterior knowledge refected the local features
related with diagram contents, which could be generalized to other 
elements. Posterior knowledge accounted for half of the absent 

1 ����� �� �ℎ� ������� ������������ ���ℎ ����� ��������� 
�����ℎ �� �ℎ� ������� ���� 
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Figure 4: An example of confict command (0) and its possible solutions (1 - 3). 

Figure 5: The proportion of diferent ways of the human 
assistants calculating element attribute values. We do not 
mark out the sectors less than 10 degrees. 

or unclear attributes (Figure 5), indicating that it is necessary to 
build a content-aware editing tool. For example, the human assis-
tant complemented absent attributes of a new element by copying 
from similar elements (the color of B and C in Figure 6). Besides, 
they generalized relationships from other elements to calculate 
the position attributes, as shown in Figure 6. The human assistant 
determined the position of element C by reusing the relationship 
between A and B, i.e., copying the distance (both horizontally and 
vertically) between A and B. The average index ratio of posterior 
knowledge2 is 55.81%.

Existing relationships maintenance: associated modifca-
tion of attributes. After users gave conficting commands, human
assistants spontaneously modifed element attributes to maintain 
existing relationships both specifed by the users and inferred by 
the assistants. Many elements that did not appear in the commands 
were also modifed due to their indirect association. 

There might be diferent ways to maintain the relations, as shown 
in Figure 4. In most cases, the assistants determined their solutions 
by intuition instead of logical reasoning. They also mentioned sev-
eral reasons listed below: 

(1) The assistants chose the solution that required minimal GUI
operations to reduce their interaction burden ("lazy assis-
tants") and hoped that the users would further adjust the
diagram if not satisfed with the results.

2 ����� �� �ℎ� ������� ������������ ���ℎ ��������� ��������� 
�����ℎ �� �ℎ� ������� ���� 

(2) The assistants chose to reserve the most important relations.
There were various standards to measure the importance,
such as the elements in the relations and the creation time
of the relations.

(3) The assistants chose the best solution to convey the concepts
based on the diagram semantics. However, they acknowl-
edged that it was difcult to infer the semantics from only
parts of the diagram. It would help if they knew the study
tasks.

4 THE COLLABORATIVE NATURAL EDITING 
TOOL AND ITS INSTANCE FOR DIAGRAMS 

To reduce the interaction overhead while guaranteeing the accu-
racy of content editing, we propose a new kind of editing tool: the 
collaborative editing tool (CET). It combines the advantages of exist-
ing editing tools and human-computer collaborative assistants and 
extends them to multimodal interactions. The editing tool divides 
the task into two parts, with the human and the computer focusing 
on their specialties: the end user describes high-level editing efects, 
while the editing tool complements, recommends, and conducts 
detailed editing operations. 

We implement CET for editing conceptual diagrams and call the 
implementation result SGDiag (Diagramming tool with Speeches
and Gestures). In this section, we will introduce the design of CET
with details of SGDiag as examples. The design of CET is composed 
of the following three aspects: 

(1) Functional design, i.e. the part of the task division that the
computer is responsible for.

(2) System design. We propose a system architecture to imple-
ment the functional design.

(3) Collaborative interaction design. We design a collaborative
interaction process to support proper system execution and
accurate user editing.

4.1 Functional Design 
According to Study 1, the end user vaguely provides incomplete 
information throughout the human-computer collaborative editing 
process. CET should incorporate the following three functionalities 
to "autocomplete" the user’s intentions: 

Complementing absent/indefnite contents. To lessen the
interaction burden, users tend to shorten their commands. Unim-
portant or apparent content is frequently overlooked. Furthermore, 
the commands are typically non-deterministic. On the one hand, 
the user’s behaviors are not always accurate. Natural language has 
a limited ability to describe spatial locations, and the "fat fnger 
problem" makes it difcult for users to refer to positions on the 
canvas precisely via gestures. On the other hand, a major portion of 
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Figure 6: The assistant copies the color and shape from B to C. The horizontal distance between B and C is the same as that 
between A and B. The vertical coordinate of C is the same as that of B. 

the user’s consideration is centered on the relationships rather than 
the exact values. After describing high-level relationships, the user 
does not always care about the execution details. CET should com-
plement the absent and indefnite contents in the user commands, 
transforming the natural behaviors into executable operations. 

Dissolving conficts between commands. The editing con-
tents are unavoidably modifed by the user, resulting in contradic-
tions between current and historical instructions. Because diferent 
portions of the contents are tightly connected, the user may need 
to perform many associated modifcations to retain certain crucial 
relationships. Describing these modifcations is repetitive and time-
consuming. The user delivers the most critical and fundamental 
modifcation commands in human-computer collaboration, and the 
editing system completes the associated modifcations. CET must 
be able to resolve command conficts and select the best editing 
option intelligently. 

Providing multiple candidate solutions. The inherent ambi-
guity of user commands leads to the existence of multiple solutions. 
Even a human assistant cannot always determine the user’s inten-
tions. CET needs to recommend multiple reasonable options based 
on confdence to ensure interaction accuracy. 

4.2 System Design 
To implement the aforementioned functionalities, CET models the 
editing contents and goes through the following four stages: com-
mand parsing, solution generation, solution recommendation, and 
intention prediction, as shown in Figure 7. Solution generation 
implements the frst and the second functionalities, while solution 
recommendation implements the third. 

4.2.1 Content Modeling. CET stores the content and the relation-
ships among diferent parts. It utilizes content modeling as the 
content-related posterior knowledge and maintains its correctness. 
In SGDiag, we calculate a matrix to model the positional relation-
ships among diagram elements, i.e., the geometric topology, as 
discussed in Section 5.1. 

4.2.2 Command Parsing. Command parsing consists of verbal in-
struction parsing and cross-modal instruction alignment, intending 
to transform user input into a form that a computer can process. 
Understanding the literal meaning of the commands is a hot topic in 
natural language processing and is beyond the scope of this paper. 
SGDiag applies a traditional context-free grammar method with 
hand-written rules. Researchers can collect and annotate interac-
tion data to train a more sophisticated model. 

4.2.3 Solution Generation. CET calculates several candidate so-
lutions based on the literal meaning of the commands. Solution 
generation can be divided into the following two steps: 

(1) Complementing absent/indefnite attributes (Function-
ality 1). CET complements the absent or unclear content in
the instructions based on predefned prior knowledge and
content-related posterior knowledge.

(2) Resolving confict commands (Functionality 2). CET searches
possible strategies to resolve conficts, and adjusts contents
accordingly.

4.2.4 Solution Recommendation. CET recommends solutions in or-
der according to their scores (Functionality 3). The score calculation 
follows two principles: 

(1) The use of prior and posterior knowledge should be reason-
able. The defnition of reasonableness may vary in diferent
editing tasks.

(2) The solution tries best to preserve history editing behaviors
and results, avoiding extensive modifcations.

In addition, CET reveals the insights and logic behind the solu-
tions to assist users in selecting from diferent options. In SGDiag, 
the topological relationships of elements are difcult to determine 
visually; therefore, we visualize them with auxiliary lines, as shown 
in Figure 11-left. 

4.2.5 Intention Prediction. CET infers subsequent intentions from 
the interaction history and the existing editing contents. The intu-
itions are as follows: 

(1) There exist bidirectional dependencies of user behaviors in
the interaction sequence (Figure 9-right).

(2) The subsequent interactions tend to be coherent with the
posterior knowledge derived from the current contents (Fig-
ure 9-left).

Note that CET is an editing rather than a generative tool; the
editing task is not fed into the system as prior knowledge. Therefore, 
CET cannot accurately predict subsequent intentions. Prompts for 
the predicted intentions should be innocuous so that the inaccuracy 
will not cause any side-efect. 

4.3 Collaborative Interaction Design 
The interaction of CET contains three phases: pre-command, intra-
command, and post-command, as shown in Figure 8. 

Pre-command Interactions. CET predicts user intention and
gives prompts for subsequent instructions to improve the interac-
tion efciency. As shown in Figure 9-left, SGDiag infers positions 
for new elements based on the current diagram and marks them 
on the canvas as references for the user’s gestures. In addition, it 
supports batched element adjustment (Figure 9-right) based on the 
user action history. 
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Figure 7: An overview of the system architecture. 

Figure 8: An overview of the interaction design. CET collaborates with users based on content modeling. Users may switch to 
another solution after selecting one from the candidates, which is not included in the fgure. 

Figure 9: Pre-command prompts in SGDiag. (left) Predicted positions (green dots) for the next element. (right) Predicted 
subsequent interactions. The last operation is to set the rectangle in the lower right corner to cyan. 

Intra-command Interactions. CET displays user utterances
and the parsing results while receiving the user’s multimodal in-
structions. Users can correct them manually to ensure that their 
ideas are conveyed correctly. As shown in Figure 10, SGDiag visual-
izes touch trajectories, automatic speech recognition (ASR) results, 
and the referred element. 

Post-command Interactions. CET proposes several possible
solutions according to its functionalities. Meanwhile, it shows the 
internal logic of each solution to help users choose from the candi-
dates or inspire the next instructions. SGDiag provides an overview 
for each possible solution and displays topological relations (such 

as equidistance and alignment) among elements, as shown in Figure 
11. 

5 DETAILS OF SGDIAG 

5.1 Content Modelling 
5.1.1 Atributes and Relations. SGDiag records both the attribute 
values and their relationships. Table 5 illustrates the supported 
attributes and examples of their values. In addition, SGDiag models 
the topology of the diagram as equations among position attributes 
(x & y in Table 5), which is the most signifcant feature of the 
diagram. For example, Equation 1 & 2 in Figure 12-b indicates that 
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Figure 10: Visualization of the user input in SGDiag. (left) Touch trajectories. The red one is the frst trace (corresponding to 
"it") and the green one is the second (corresponding to "here"). (right) ASR result & the element reference in the command 

Figure 11: Visualization of candidates. (left) The visualization of the topology relationships. (right) Overviews for the candidate 
solutions. 

Table 5: Attributes and example values for shapes (cells in white) and lines (cells in light blue). Please refer to Table 11 in the 
Appendix for the actual values of red-0 and blue-0. 

Element ID Type x y width height Fill Color Text 
1 Rect 100 px 100 px 20 px 30 px red-0 "Output" 
2 Circle 200 px 200 px 40 px 50 px blue-0 "Input" 

Element ID Type Source ID Target ID Dashed Source Arrow Target Arrow Text 
3 Line 2 1 False False True "Process" 

the user wants to set the coordinate to (10, 10) explicitly; Equation 
5 indicates that the horizontal distance between A and C equals 
the vertical distance between them. We introduce non-attribute
variables (c1 and c2 in Figure 12-c) to represent the constant terms3
in the equations and extend the attribute coefcient matrix (colored 
blue) into an augmented matrix (blue + red). We formulate the 
diagram topology as � �� � a 

�� �� ∗ = 0 (1)c 

, where �� , �� , a, and c denote the attribute coefcient matrix (the
blue matrix in Figure 12-c), the non-attribute coefcient matrix (the 
red matrix), the attributes (the blue vector), and the non-attribute 
variables (the red vector), respectively. 

5.1.2 Model Maintenance. The topology matrix is modifed accord-
ing to the user’s commands. For example, SGDiag adds two columns 
to the matrix when the user creates a new element. The columns 
correspond to the horizontal and vertical coordinates, respectively. 

Besides, it will be updated automatically in the following three 
cases: 

After the user deleting an element. SGDiag recalculates the
diagram topology while keeping the position values unchanged 
when the user deletes an element from the diagram. The recalcula-
tion is one step in Gaussian elimination: reducing coefcients of the 
deleted element’s attributes to zero with a sequence of elementary 
row operations, as shown in Figure 13. 

Underdetermined. In this case, the rank of the attribute coef-
fcient (�� ) matrix is not full, meaning attributes outnumber the
equations, and some of the attributes are not well-constrained. We 
transform the attribute coefcient matrix into the reduced row ech-
elon form via Gauss–Jordan elimination and classify the attributes 
into two categories: (1) constrained attributes that correspond to 
the frst nonzero coefcients in the rows of the echelon form and 
(2) free attributes, i.e., the others.

SGDiag adds an equation for each free attribute. If the attribute
value has already been determined4, we will create a non-attribute

3Although we call these numbers constant terms, they may change during Solution 4The only possible case is that the value is calculated by optimizing Equation 2 in
Generation (5.3.2) Section 5.3.2. 
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Figure 12: An overview of how SGDiag models the topology relationships. (a) Three elements on the canvas; (b) the equations 
that determine their values; (c) the topology matrix, each row of which corresponds to an equation in (b). Note that SGDiag stores 
the matrix instead of the equations in its implementation. We use equations in writing because they are easy to understand. 

Figure 13: An overview of how SGDiag recalculates the topology matrix after the user deletes the element C. (a) The original 
four elements on the canvas. (b) The original matrix. All elements have the same vertical coordinates, which are omitted in the 
fgure. SGDiag will delete cells in red. (c) The coefcients of C.x are reduced to zero with row operations. 

variable for this value, and the new equation is attribute equals the
new variable. If the value is not determined, SGDiag will add an
equation with prior or posterior knowledge, as discussed in Section 
5.3.1. 

Overdetermined. In this case, the rank of the attribute co-
efcient matrix (�� ) is less than that of the augmented matrix� �
( �� �� ), indicating that the equations confict with each other.
SGDiag will delete equations until the diagram is no longer overde-
termined. We will discuss the detailed algorithms in Section 5.3.2. 

5.2 Command Parsing 
5.2.1 Supported Instructions. SGDiag supports three kinds of in-
structions: element creation, attribute modifcation, and element 
deletion. Users can refer to existing elements and canvas positions 
and specify attribute constraints in the commands. 

Element reference. Users can refer to existing elements using
gestural or verbal designators. The red trajectory in Figure 10-left 
is a typical gestural designator: the user marks the element on the 
canvas with a gesture. Verbal designators contain descriptions of 
the element attributes (type, color, and text). For example, the user 
says, "change the color of the red circle to blue."

Position reference. Users can refer to positions on the canvas
with gestures. We calculate the centers of the trajectories as the 

referred positions. Besides, they can describe the position relation-
ships between existing elements and the target position, such as 
"create a new red rectangle to the left of this element."

Position reference is always ambiguous due to the fat fnger prob-
lem [108] and the limited user ability of verbally specifying spatial 
information. SGDiag infers several possible interpretations (Section 
5.3.1) and uses the referred positions to flter away unreasonable 
ones (Section 5.4). 

Attribute constraints. Users can specify constraints that the
attribute values should satisfy: 

(1) Equivalences among attributes, such as "set the color of the
circle to red." Equivalences among position attributes will
be added to the topology matrix.

(2) Comparisons among attributes, such as "make the horizontal
distance between A and C greater than the vertical distance
between C and D."

(3) Relationships between positions and attributes, which set
elements to the referred positions. For example, the user can
drag the element to the target position, which equals the
command "move it here."

SGDiag calculates the attribute values according to the con-
straints of the frst kind and adds the constraints to the topology 
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matrix before generating solutions (Section 5.3) if they contain po-
sition attributes. SGDiag utilizes other kinds of constraints as the 
temporary prior knowledge (Section 5.3.1) and, more importantly, 
as the criteria of solution recommendation (Section 5.4). 

Other control commands. SGDiag supports the following com-
mands to help users control the editing process better: 

(1) Undo/Redo. Users can revoke their commands when they
are unsatisfed with the editing results.

(2) Explicitly forcing some elements unchanged. SGDiag will
not modify the specifed element when resolving conficts
(Section 5.3.2).

(3) Attribute increment and decrement. Users can modify the
attributes based on their current values, such as "make its
color darker" and "make its width smaller."

(4) Copy. Users can copy an existing element to a desired posi-
tion.

5.2.2 Parsing Commands. We parse verbal commands with context-
free grammar (CFG) [6]. To align gestures and verbal commands, 
SGDiag requires that users say it (element reference with gestures)
or here (position reference with gestures) when performing ges-

11 in the Appendix. If the user specifes a range for an attribute 
(attribute constraints Type 2 & 3), SGDiag treats the center of the 
range as temporary prior knowledge. 

Using content-related posterior knowledge. For non-position
attributes, SGDiag searches for the most similar elements in the 
diagram and copies the attribute values of the search results. For 
example, in Figure 14, SGDiag copies the shapes, sizes, and colors 
from existing elements (A & B) to the created elements (C & D). 

For position attributes, SGDiag generates new equations by shuf-
fing coefcients in rows of the attribute coefcient matrix. Figure 
15 demonstrates an example. We apply the following heuristic rules 
to prune the generation process so that the number of generated 
equations is reasonable: 

(1) Attributes other than the missing attribute in the new equa-
tion must appear in the original equation.

(2) Coefcients shufing is restricted to attributes of the same
coordinate.

(3) At least half of the coefcients do not change.

Figure 14: SGDiag infers the shapes, sizes, and colors for the 
new elements. The user commands are "create a new rectan-
gle here (the red trace)" and "create a new green element here 
(the green trace)." 

5.3.2 Resolving Conflicts. The basic idea is to override old com-
mands with new commands. The overriding is quite simple for 
non-position attributes since we do not model relationships among 
them. However, position attributes connect with each other in the 
topology equations. Modifcation of one attribute can result in the 
modifcation of others. We propose three principles for fxing topo-
logical conficts: ����(1) Minimize the changes of current position values, i.e.,minˆ c (a,ˆ 

tures. a â− ), where â and ĉ are position attributes and non-c ĉ 

�� 
position variables after fxing the conficts, respectively. ∥·∥ 5.3 Solution Generation 
indicates the Euclidean norm. The defnitions of other nota-SGDiag interprets the vagueness of user commands in diferent tions are the same as those in Formula 1. ways and generates several candidate solutions. Solution generation (2) Minimize the changes in current position relationships, i.e.,can be divided into two phases: complementing attributes and �� 

������ 
â 

(3) Minimize the number of changed values and relationships,

resolving conficts. minâ,ĉ ( ∗ ).�� �� ĉ 
5.3.1 Complementing Absent/Indefinite Atributes. The absent or �� 

− â 
ĉ ) + #������� ( 

âaindefnite attributes include (1) non-positional attributes that do not i.e., minâ,ĉ (#������� ( )).�� �� ĉappear in the user command, (2) free position attributes discussed c
in Section 5.1.2, and (3) attributes to be modifed without new The fnal optimization goal (adding Principle 1 & 2 together) is 
equivalence constraints. minimizing the following expression: 

Using predefned prior knowledge. SGDiag sets attributes  ∗
�� 
â 
ĉ −

 
0 
a 
c 

 (2)
�� to default values at the beginning of the editing task when there 

is little posterior knowledge. Table 6 shows the default value for 
ˆ�(�̂ ) := � ∗ � − � := 0�

0 � 

 
�� 

every attribute. We predefne a color scheme, as shown in Table 
, where � denotes the identity matrix and := denotes defne as. To
fulfll the third principle, we apply an A* search algorithm where 
we delete one row in each search step from � until � ∗�̂ = � can be
solved. We use the minimal value of Equation 2 as the heuristic func-
tion. The search fnishes when we get 20 diferent solutions. The 
remaining rows in each solution indicate the remaining equations. 
Figure 16 demonstrates several search results. 

5.4 Solution Recommendation 
SGDiag flters out solutions according to the second & third types 
of attribute constraints. It sorts and recommends the remaining 
solutions to the users. 

5.4.1 Solution Score Calculation. SGDiag calculates the scores as 
����� = �������������� −����� and sorts the solutions accordingly. 
The top-1 solution is executed automatically. 

Reasonableness measures whether the added attributes (Sec-
tion 5.3.1) are reasonable. We calculate the reasonableness based 
on the following heuristic rules: 
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Table 6: Default values for shapes (cells in white) and lines (cells in light blue). Please refer to Table 11 for the actual value of 
red-0. 

Type x y width height Fill Color Text 
Rect 100 px 100 px 30 px 30 px red-0 "" 
Type Dashed Source Arrow Target Arrow Text Source ID Target ID 
Line False False True "" Not Omittable Not Omittable 

Figure 15: SGDiag calculates the position of the new element D with content-related posterior knowledge. Y coordinates are 
omitted in the fgure. (a) Three elements and the equation among their position attributes; (b) three possible positions and 
equations for the next element. The coefcients (1, 2, and -3) are shufled. 

Figure 16: Possible solutions for the confict command. (a) the original elements. SGDiag infers that the user want to change 
the x-coordinate of B from 30 to 35. (b) & (c) & (d) three diferent search results. 

(1) The elements in the added equations should be similar. We
measure the similarity with the number of the same at-
tributes.

(2) If we utilize posterior knowledge, the original equations
should be similar to the generated equations. We measure
the similarity with cosine distances between the coefcient
vectors.

(3) If the user specifes ranges of attribute values (attribute con-
straint Type 2 & 3), the values should be close to the center
of the ranges.

(4) We prefer solutions without prior knowledge. The score is
divided by one plus the number of attributes from prior
knowledge as a penalty.

Error measures the side-efects of deleting confict commands
(Section 5.3.2). ����� = �#������� �(�̂ ) + �(�̂ ) , where � is the

optimization function in Equation 2. � is a hyper-parameter that 
weighs the importance of the two items. We set � = 10 in SGDiag. 

5.4.2 Topology Visualization. We visualize the position relation-
ships as the inner logic behind each solution to help the user select 
the appropriate candidate. By default, we display relationships of 
the last modifed element only. Users can select other interesting 
elements manually. 

We represent the attribute values by non-attribute variables as 
a = {�� } = −�−1∗�� ∗c according to Formula 1, where �� is the value� 
of the �-th position attribute. Let �� denote the �-th row in −�−1 ∗�� ,� 
i.e., the coefcient vector of �� . We compare the coefcients of non-
attribute variables to discover implicit relationships behind the 
equations: 
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(1) Alignment, i.e., �� = � � . This relationship is presented with a
dashed line connecting the center of the elements, as shown
in Figure 17;

(2) Multiple distances, i.e., �� − � � = � ∗ (�� − �� ), where �
is an integer. This relationship is presented with arrows, as
shown in Figure 17.

Figure 17: Visualization of the relationships. The yellow 
dashed lines indicate that the three squares have the same 
vertical coordinates. The red lines and arrows indicate that 
the horizontal distance between the frst and the second 
squares is twice as long as that between the second and the 
third. 

5.5 Intention Prediction 
Behavior-related Prediction. SGDiag predicts subsequent com-

mands by replacing the element designators in the executed com-
mands with those of similar elements. As shown in Figure 9-right, 
when the user sets the color of an element to cyan, SGDiag rec-
ommends subsequent commands, such as set the colors of elements
with the same x coordinate to cyan.

Content-related Prediction. SGDiag marks the possible po-
sitions of subsequent elements on the canvas, as shown in Figure 
9-left. We predict subsequent elements with posterior knowledge,
as discussed in Section 5.3.1.

5.6 GUI Design 
Figure 18 shows the GUI of SGDiag. It is implemented with React 
and can run in any modern browser. We utilize Google Speech-to-
Text as the automatic speech recognition service. The green dots 
on the canvas indicate the predicted positions of the next element. 
There are fve tabs in the Function Panel: 

(1) Candidates, where the user can select the appropriate solu-
tion (Figure 11-right);

(2) Element Settings, where the user can manually modify the
attributes of the elements. Note that all the modifcations
are supported by voice command, and the use of the GUI is
rare;

(3) Predicted Interactions, where the user can trigger the pre-
dicted intentions (Figure 9-right);

(4) Settings, where the user can clear the touch trajectories,
disable the topology visualization and the next position pre-
diction;

(5) Parsing Result, where the user can check and correct the
parsing results (Figure 10-right).

Figure 18: The GUI of SGDiag. 

6 STUDY 2: EVALUATION OF SGDIAG 
The goal of Study 2 is to evaluate whether SGDiag can provide 
correct functionalities and collaborate with the users so that they 
can accomplish diagram editing tasks with high efciency, good 
results, and positive attitudes. 

6.1 Tasks 
Table 7 shows the details of the tasks. Given that some participants 
may lack necessary background knowledge, the experimenter pro-
vided hand-drawn sketches as references, as shown in Figure 24 in 
the Appendix. However, the participants did not need to follow the 
sketches strictly. The only requirement was the clear conveyance 
of the concepts. 

6.2 Baseline 
We compared SGDiag with PowerPoint for Android, a popular 
and state-of-the-art general-purpose tool that Microsoft specifcally 
design for smartphones. It has over one billion downloads in Google 
play5.

6.3 Procedure 
We randomly divided the participants into two equal-sized groups. 
The study contained two phase for each participant. In the frst 
phase, the participant used one of the editing tools (Group 1: SGDiag, 
Group 2: PowerPoint) on a 6.8-inch Android smartphone to fnish 
the four tasks in random order. In the second phase, the participant 
used another tool (Group 1: PowerPoint, Group 2: SGDiag) on 
the same Android phone to fnish the same four tasks in random 
order. By separating the two phases by more than three months, 
we prevented the user’s diferent familiarity with the tasks from 

5https://play.google.com/store/apps/details?id=com.microsoft.ofce.powerpoint

https://play.google.com/store/apps/details?id=com.microsoft.office.powerpoint
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Table 7: An overview of tasks in Study 2. 

Task ID Discipline Descriptions 
1 Computer Science The structure of a transformer encoder. 
2 Chemistry The cubic crystal structure of caesium chloride. 
3 Linear Algebra The pivot element of a matrix in row-echelon form. 
4 Biology Self-fertilization of the heterozygous (Law of segregation of genes). 

infuencing the outcomes. Participants fnished 192 (24 users * 2 
tools * 4 tasks) tasks in total. 

In each phase, we briefy introduced the editing tool and demon-
strated some basic interactions. When participants were using SG-
Diag, we provided a cheat sheet for supported functions and ex-
ample utterances. After they fnished the tasks, we distributed 
questionnaires to collect subjective feedback. For participants using 
SGDiag, we printed every command and the diagrams before and 
after the command. The participants were asked to annotate the 
following: 

(1) whether the top-1 solution satisfed their intentions;
(2) if the top-1 solution was not satisfactory, how they improved

the diagram.

After all of the participants fnished their tasks, we invited judges 
to grade the editing results from 0 to 100. For every task, the judges 
sorted the editing results frst and assigned scores to them accord-
ing to the order. We didn’t have any mandatory judging criteria, 
but we advised that they graded the diagrams on correctness, com-
prehensibility, and attractiveness. They did not know the editing 
tools for the result diagrams. 

6.4 Participants 
We recruited 24 users (12 males and 12 females, aged 20-32) for 
the editing tasks. None of them participated in the frst study. We 
recruited 20 users online to grade the editing results. None of them 
participated in the frst study or the editing tasks. All participants 
were casual users that had completed diagram editing tasks on a 
desktop device but had no experience in a mobile environment. 
Two of them would search and download online templates to boost 
their diagrams. The others did not have special setups. 

6.5 Results 
We evaluated if SGDiag could provide correct functionalities to 
assist users in accomplishing diagram editing tasks with high ef-
ciency, quality, and experience. The results contain the following 
fve aspects: 

(1) Interaction behaviors. We report the collected user behaviors
and summarize the most signifcant feature.

(2) Functional correctness. We assessed whether SGDiag im-
plemented its functional design, i.e., producing candidate
solutions (functionality 1 & 2) and recommending solutions
in order (functionality 3).

(3) Interaction efciency, i.e., if users could complete editing
tasks quickly with SGDiag.

(4) Editing results, i.e., if users could achieve good editing results
with SGDiag.

(5) Subjective feedback, i.e., if users had positive attitudes to-
wards SGDiag.

6.5.1 Interaction Behaviors. All participants fnished the tasks suc-
cessfully. We collected 4658 editing commands. Most of the com-
mands (60.65%) contain both speeches and gestures, indicating 
users’ preferences for multimodal interactions. 

A signifcant feature of the behaviors is the reuse of verbal com-
mands. The users reused the same verbal commands with difer-
ent gestures to execute the same operations to diferent elements. 
71.85% of the commands fell into this category. This strategy not 
only enables batched operations of elements and improves interac-
tion efciency but also reduces the complexity of verbal commands, 
the mental burden, and the possibility of errors. 

6.5.2 Functional Correctness. 
16.36% (762) of user commands were accurate. SGDiag generated 

candidate solutions for the remaining instructions by complement-
ing attributes (3464, 74.37%, functionality 1), resolving conficts 
(422, 9.06%, functionality 2), or performing the two functionalities 
together (10, 0.21%). The top-1 accuracy of the proposed solutions 
is 94.84% (201 errors in 3896 commands, functionality 3). 

All of the inaccurate solutions are related to position attributes. 
Users applied the following three strategies to correct the solutions: 

(1) Selecting another solution from the list (117 / 201, 58.21%).
The average rank of the selected solutions was 2.92 (min
= 2, median = 2, max = 13, sd = 1.81). SGDiag proposed a
satisfactory solution for 97.84% (84 errors in 3896) of the
commands.

(2) Giving modifcation commands based on unsatisfactory re-
sults (38 / 201, 18.91%).

(3) Revoking the commands (46 / 201, 22.89%).
As discussed in Section 4.2.5, predicting the subsequent inten-

tions is difcult. 45.43% of the elements ft one of the predicted 
positions. The users triggered the recommended modifcation 19 
times. Users complained that they had to switch to another tab 
(Predicted Interactions in Figure 18) to access the recommendations,
which was inconvenient and forgettable. 

6.5.3 Interaction Eficiency. Figure 19-a shows the time for difer-
ent stages of SGDiag. The intervals between two commands occu-
pied almost half of the time. During the interval, users refected 
on the appropriate multimodal commands within the capability of 
SGDiag and referred to the cheatsheet if necessary. The interval 
time decreases when users get familiar with SGDiag. Figure 19-b 
shows the relationship between the intervals and task indexes6.
Repeated measures ANOVA (RM-ANOVA) shows signifcant user 
6Task ID and task index are diferent. For example, if the user’s frst task is Task 4, the
index of Task 4 is 1, but its id is still 4. 
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learning efects (�3,69 = 13.85, � < 0.0001). A post hoc pairwise
comparison with Sidak adjustment revealed a signifcant diference 
between Index 3 and 4, indicating that users’ interaction time will 
decrease further if they continue to use SGDiag. 

(a) 

(b) 

Figure 19: (a) Time distribution in diferent stages. If speeches and gestures 
are simultaneous, we attribute the time to the speech input. (b) The learning 
curve for the interval time. The shadow indicates one standard error. 

Figure 20: Interaction time for the two systems in diferent 
tasks. Error bar indicates one standard error. 

Figure 20 compares the editing time of SGDiag and PowerPoint. 
In all of the four tasks, SGDiag was signifcantly more efcient than 

PowerPoint (�1,23 = 19.09, � < 0.001 for Task 1, �1,23 = 10.44, � <
0.005 for Task 2, �1,23 = 50.47, � < 0.001 for Task 3, �1,23 = 4.74, � =
0.035 < 0.05 for Task 4) and saved 32.75% of the interaction time 
on average. Table 8 compares diferent groups with diferent tools, 
indicating a signifcant diference between the two tools but no 
signifcant diference between the two groups. The only exception 
is that the speed of the frst group signifcantly outperformed that 
of the second group when they were using PowerPoint. A possible 
reason is that the frst group used PowerPoint in the second phase 
and was more familiar with the tasks. The reasons for the low 
efciency of the baseline are threefold: 

(1) Unintentional interactions. Existing commercial applications
rely solely on GUI to complete the interaction process. The
smartphone screen size is limited, and diferent elements
are located relatively close to each other, which is prone to
unintentional interactions.

(2) Seeking functions. Due to the limited size of the screen,
many functions are hidden in multi-level menus. Users need
to remember and fnd where the functions are located.

(3) Low gesture accuracy. The baseline system did not correct
users’ inaccurate gestures. Users waste their time on subse-
quent adjustments.

6.5.4 Editing Results. Figure 21 compares the scores of the edit-
ing results from diferent systems. In all four tasks, the scores of 
diagrams edited with SGDiag are signifcantly higher than those 
with the baseline (p < 0.0001 in all the tasks). The average score 
of our system is 86.43 (sd = 15.31), 21.89% higher than the baseline 
(70.90, sd = 17.87). Table 9 compares diferent groups with diferent 
tools, indicating a signifcant diference between the two tools but 
no signifcant diference between the two groups. Figures (25 - 28) 
in the Appendix demonstrate the editing results of the two systems 
in diferent tasks. 

Figure 21: The scores of the editing results from diferent 
systems in diferent tasks. Error bar indicates one standard 
error. 

Figure 22 shows the editing time and scores of the diagrams, 
illustrating that users got better results in less time with SGDiag. 
Considering that the subjective scores were noisy and strongly 
infuenced by judges’ personal preferences, we do not regress the 
data directly. Instead, we ft the upper and lower bounds of the 
scores. The two bounds of PowerPoint grow slowly as the editing 
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Table 8: P-values of the interaction time (the average time a user spent on one task) from the diferent groups and tools. 

Group 1 & SGDiag Group 1 & PPT Group 2 & SGDiag Group 2 & PPT 
Group 1 & SGDiag 

(mean=333.61, sd=51.35) - <0.0001 0.074 <0.05 

Group 1 & PPT 
(mean=411.68, sd=87.28) <0.0001 - <0.0001 <0.05 

Group 2 & SGDiag 
(mean=295.25, sd=44.19) 0.074 <0.0001 - <0.001 

Group 2 & PPT 
(mean=523.38, sd=108.79) <0.05 <0.05 <0.001 -

Table 9: P-values of the scores (the average score a user got on the 4 tasks) from the diferent groups and tools. 

Group 1 & SGDiag Group 1 & PPT Group 2 & SGDiag Group 2 & PPT 
Group 1 & SGDiag 

(mean=86.30, sd=1.17) - <0.0001 0.7729 <0.0001 

Group 1 & PPT 
(mean=70.91, sd=2.19) <0.0001 - <0.0001 0.9942 

Group 2 & SGDiag 
(mean=86.56, sd=2.69) 0.7729 <0.0001 - <0.0001 

Group 2 & PPT 
(mean=70.90, sd=2.17) <0.0001 0.9942 <0.0001 -

time increases (1.20 points per minute and 1.18 points per minute, 
respectively). Our system has a high upper bound even when the 
editing time is limited, and its lower bound grows very rapidly (2.02 
points per minute). 

6.5.5 Subjective Feedback. The results of the 7-point Likert scale 
are displayed in Table 10. Wilcoxon tests show that SGDiag signif-
cantly (p < 0.05) outperforms the baseline for all the aspects. Users 
showed a strong preference for SGDiag. They were satisfed with its 
ability to automatically correct vague instructions, "Building a dia-
gram requires only a few taps, and I do not need to control it precisely" 
(P2, P4). They were surprised by its intelligence, especially when 
modifying the diagram. For example, in Task 1, P7 set the elements 
too far apart in the vertical direction, and there was not enough 
space on the canvas for the remaining elements. He dragged down 
the element "Input" to reduce the vertical distance. He shouted, 
"How smart it is!" when he found SGDiag automatically shortened 
the vertical distance between other elements. 

7 DISCUSSION 

7.1 Generalize to Other Tasks, Devices and 
Modalities 

The core idea of CET is to divide the task into two parts, one of 
which is fnished by an intelligent agent. This mechanism is not 
limited by specifc tasks, modalities, or devices. 

Researchers can conduct formative studies for other tasks, as 
discussed in Section 3, to reveal the appropriate task division be-
tween the human and the computer. The design of CET (discussed 
in Section 4) can be directly applied to other editing tasks. The edit-
ing tools need diferent content modeling and solution generation 
strategies for diferent tasks. For example, in abstract drawing tasks 

[24], users may be more concerned with the shapes and colors of 
the elements rather than the topological relationships. 

CET can support more interaction modalities, such as mid-air 
pointing [83], gaze [107], and head gestures [60, 80], to support 
more devices and people and improve solution generation accuracy. 
For example, SGDiag requires users to touch the screen, which is 
not applicable to non-touchscreen devices and people with mo-
tor disabilities. Researchers can use eye and head movements to 
augment or replace touch interactions. The whole interaction pro-
cess remains very natural: users unconsciously look at them when 
referring to elements or positions on the canvas. 

CET can be migrated to more devices, such as interactive table-
tops [12], virtual reality devices [122], and so on. For example, CET 
can support collaborative editing of multiple people on an inter-
active tabletop to avoid the embarrassment of all users gathering 
around the device in a conference room. In addition to being a new 
editing tool, CET can be integrated into existing editing tools as a 
plug-in. 

7.2 The Role of CET: an Editing Tool rather 
than a Creative Tool 

Hwang [44] splits the creative process into four stages: the Q&A 
stage, the wandering stage, the hands-on stage, and the camera-
ready stage. CET benefts users in the last stage, where they "execute
ideas into presentable" [44]. This explains why we provided hand-
drawn sketches to the users in Study 2, as we assumed they had 
already determined the fnal ideas when they used SGDiag. Helping 
users optimize and fnalize their ideas is the responsibility of the 
creative tools and is beyond the scope of CET. 

However, users can beneft from the core idea of CET in other 
editing stages: focusing on the idea itself rather than the operations 



A Human-Computer Collaborative Editing Tool for Conceptual Diagrams CHI ’23, April 23–28, 2023, Hamburg, Germany 

Figure 22: The editing time and score for each diagram. The lines indicate the upper and the lower bounds for the two systems. 

Table 10: Subjective feedback. 

Statements SGDiag Baseline p-value
The interaction is natural and easy to learn. 5.58 (sd=0.90) 4.67 (sd=1.78) 0.016 (<0.05) 

The collabration is intelligent. 5.46 (sd=0.90) N/A N/A 
The dialogues help fnish the tasks quickly. 5.17 (sd=1.44) N/A N/A 
The GUI helps fnish the tasks quickly. 5.50 (sd=1.23) 4.17 (sd=1.00) 0.00020 (<0.0005) 

You are willing to use the system. 4.79 (sd=1.50) 2.46 (sd=1.61) 0.00024 (<0.0005) 
You are willing to use the system in mobile scenarios. 5.96 (sd=0.72) 3.83 (sd=1.56) 0.00015 (<0.0005) 

of tools. For example, fnalizing an idea may involve numerous 
adjustments, which leads to signifcant overhead in traditional 
GUIs. Future creative tools can support associated modifcations 
(Section 3.3.2) to reduce the interaction burden. 

8 LIMITATION & FUTURE WORK 
Using in real-world scenarios. Due to privacy [27] and social

acceptance [95] considerations, users have mixed opinions regard-
ing voice interaction in public scenarios. Many approaches, such as 
PrivateTalk [114], silent voice interaction [25, 64, 102], and sound-
proof masks [81], have been proposed by researchers to overcome 
this issue. In the future, SGDiag can combine these strategies to 
assist users in real-world settings. 

Comparing with more baselines. Users, particularly experts,
may have their own confguration for editing tasks. Some users, 
for example, utilize a stylus and a drawing tablet to complete cre-
ative digital drawings [103]. Future work might compare SGDiag to 
more professional setups, evaluating whether SGDiag can beneft a 
variety of people, including specialists. 

Integrating existing features. SGDiag can integrate functions
from existing tools in actual use. For example, the user can select 
a theme in PowerPoint. SGDiag can also support users to select 
a theme as prior knowledge, with which the system can better 
collaborate with the user. 

Understanding the semantics of editing contents. SGDiag
does not model the semantic relationships among the diagram 
elements. The diagram semantics are important and help generate 
reasonable solutions. For example, the element with the text sky
tends to be above the element with the text earth. Future work can
integrate the existing diagram interpretation and reasoning [53] 
methods to improve collaboration quality. 

Modeling relationships among non-position attributes. SG-
Diag models the relationships among the position attributes. For 
non-position attributes, it only stores their values. It is promising 
for SGDiag to support more attributes in the relationships. For ex-
ample, the user can draw a heat map with little efort in which the 
colors of the cells are calculated automatically according to their 
texts. 

Modeling the nonlinearity. SGDiag models the diagram con-
tents with a matrix and utilizes many existing linear algebra algo-
rithms to maintain the relationships. Modeling the nonlinearity is 
helpful in some cases, for example, when the user wants to keep 
two lines perpendicular. 

Parsing the commands with machine learning methods.
SGDiag parses user commands with a CFG-based method. CFG is 
suitable for quick prototyping and widely used in the community 
of human-computer interaction [71, 72]. Researchers can collect 
interaction data and train a sophisticated model in the future. 
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9 CONCLUSION 
In this paper, we present a new type of tool: the human-computer 
collaborative editing tool (CET). The core idea is to reduce the 
interaction burden by employing an intelligent agent to help with 
some of the work. We selected conceptual diagram editing as a 
typical example from various editing tasks and conducted the frst 
study (N = 16) to observe the task division between users and 
assistants. We completed the design and implementation of the 
tool and conducted the second study (N = 24 + 20) to evaluate 
its performance. The experimental results showed that our tool 
had signifcant advantages over the state-of-the-art commercial 
application in terms of editing efciency, editing efectiveness, and 
subjective feedback. We hope CET can inspire subsequent research 
and support more devices, modalities, and interaction tasks. 
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A APPENDIX 

A.1 Descriptions of Target Diagrams in Study 1
We provided the following natural language descriptions of the 
target diagrams to the users in Study 1. 

A.1.1 Task 1. The carbon cycle diagram indicates how carbon
exchanges among diferent parts of the earth:

(1) Plants absorb carbon from the atmosphere via photosynthe-
sis.

(2) Plants release carbon into the atmosphere via respiration.
(3) Animals absorb carbon from plants via ingestion.
(4) Animals release carbon into the atmosphere via respiration.
(5) Carbon moves to the remains after animals and plants die.
(6) Microorganisms decomposite the remains and get carbon.
(7) Microorganisms release carbon into the atmosphere via de-

composition.
(8) The remains become fossil fuels after thousands of years of

geological change.
(9) We burn fossil fuels and release carbon into the atmosphere.

A.1.2 Task 2. This diagram aims to demonstrate (1) the structures
of four kinds of deoxyribonucleotides and (2) how they pair with
each other.

A deoxyribonucleotide contains (1) a deoxyribose sugar, which 
is usually represented by a pentagon; (2) a phosphoryl group, which 
is usually represented by a circle marked "P"; (3) a nitrogenous base, 
which is usually represented by a rectangle. There are four kinds 
of nitrogenous bases (A/G/C/T, usually colored diferently). The 
phosphoryl group and the nitrogenous base are connected at two 
vertices of the deoxyribose sugar (pentagon). These two vertices 
are not adjacent to each other. Nitrogenous bases G pairs with C 
and A with T. You should draw the paired bases closely. 

A.1.3 Task 3. The Android system contains the following fve parts
(bottom-up):
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(1) Linux Kernel, including Drivers and Power Management.
(2) HAL, including Sensors and the Screen.
(3) Library, including Native Library and Runtime. The Native

Library includes MM, DB, and WEB. The Runtime consists
of VM.

(4) API framework, including Manager and View. The Manager
contains Activity, Window, and Resource.

(5) Android Application.
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(a) 

(b) 

(c) 

Figure 23: Example results of Study 1. (a) Task 1; (b) Task 2; (c) Task 3. 



CHI ’23, April 23–28, 2023, Hamburg, Germany Lihang Pan, Chun Yu, Zhe He, and Yuanchun Shi 

Table 11: The color scheme used in SGDiag. From left to right: lightness decrease. The user can manually adjust the lightness 
by "make it brighter/darker." 

+4 +3 +2 +1 0 -1 -2 -3 -4 -5
red #febee #fcdd2 #ef9a9a #e57373 #ef5350 #f44336 #e53935 #d32f2f #c62828 #b71c1c 
pink #fce4ec #f8bbd0 #f48fb1 #f06292 #ec407a #e91e63 #d81b60 #c2185b #ad1457 #880e4f 
purple #f3e5f5 #e1bee7 #ce93d8 #ba68c8 #ab47bc #9c27b0 #8e24aa #7b1fa2 #6a1b9a #4a148c 
blue #e3f2fd #bbdefb #90caf9 #64b5f6 #42a5f5 #2196f3 #1e88e5 #1976d2 #1565c0 #0d47a1 
cyan #e0f7fa #b2ebf2 #80deea #4dd0e1 #26c6da #00bcd4 #00acc1 #0097a7 #00838f #006064 
teal #e0f2f1 #b2dfdb #80cbc4 #4db6ac #26a69a #009688 #00897b #00796b #00695c #004d40 
green #e8f5e9 #c8e6c9 #a5d6a7 #81c784 #66bb6a #4caf50 #43a047 #388e3c #2e7d32 #1b5e20 
yellow #ffde7 #ff9c4 #ff59d #ff176 #fee58 #feb3b #fdd835 #fbc02d #f9a825 #f57f17 
orange #ff3e0 #fe0b2 #fcc80 #fb74d #fa726 #f9800 #fb8c00 #f57c00 #ef6c00 #e65100 
brown #efebe9 #d7ccc8 #bcaaa4 #a1887f #8d6e63 #795548 #6d4c41 #5d4037 #4e342e #3e2723 
grey #fff #f5f5f5 #eeeeee #e0e0e0 #bdbdbd #9e9e9e #757575 #616161 #424242 #212121 

bluegrey #ecef1 #cfd8dc #b0bec5 #90a4ae #78909c #607d8b #546e7a #455a64 #37474f #263238 
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(a) 
(b) 

(c) 
(d) 

Figure 24: Hand-draw sketches for the four tasks in Study 2. 
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(a) 

(b) 

(c) 
(d) 

Figure 25: Results of Task 1, Study 2. (a) SGDiag result with the highest score; (b) SGDiag result with the lowest score; (c) PowerPoint result with the highest score; 
(d) PowerPoint result with the lowest score.
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(a) 

(b) 

(d) 
(c) 

Figure 26: Results of Task 2, Study 2. (a) SGDiag result with the highest score; (b) SGDiag result with the lowest score; (c) PowerPoint result with the highest score; 
(d) PowerPoint result with the lowest score.
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(a) 

(b) 

(c) 

(d) 

Figure 27: Results of Task 3, Study 2. (a) SGDiag result with the highest score; (b) SGDiag result with the lowest score; (c) PowerPoint result with the highest score; 
(d) PowerPoint result with the lowest score.
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(a) 
(b) 

(c) 
(d) 

Figure 28: Results of Task 4, Study 2. (a) SGDiag result with the highest score; (b) SGDiag result with the lowest score; (c) PowerPoint result with the highest score; 
(d) PowerPoint result with the lowest score.
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