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ClenchClick: Hands-Free Target Selection Method Leveraging
Teeth-Clench for Augmented Reality

XIYUAN SHEN, YUKANG YAN∗, CHUN YU, and YUANCHUN SHI, Department of Science and
Technology, Tsinghua University, China

Fig. 1. ClenchClick is a clench-based target selection system for AR devices: (a) The user performs the ClenchClick action by
first moving the head pointer to the target and then completing a brief teeth clench. (b) An EMG sensor is worn on the cheek.

We propose to explore teeth-clenching-based target selection in Augmented Reality (AR), as the subtlety in the interaction
can be beneficial to applications occupying the user’s hand or that are sensitive to social norms. To support the investigation,
we implemented an EMG-based teeth-clenching detection system (ClenchClick), where we adopted customized thresholds
for different users. We first explored and compared the potential interaction design leveraging head movements and teeth
clenching in combination. We finalized the interaction to take the form of a Point-and-Click manner with clenches as the
confirmation mechanism. We evaluated the taskload and performance of ClenchClick by comparing it with two baseline
methods in target selection tasks. Results showed that ClenchClick outperformed hand gestures in workload, physical load,
accuracy and speed, and outperformed dwell in work load and temporal load. Lastly, through user studies, we demonstrated
the advantage of ClenchClick in real-world tasks, including efficient and accurate hands-free target selection, natural and
unobtrusive interaction in public, and robust head gesture input.

CCS Concepts: • Human-centered computing→ Gestural input; Mixed / augmented reality.
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1 INTRODUCTION
Target selection is one of the most basic tasks in Augmented Reality (AR). As AR headsets continue to gain
popularity as both productivity tools in the industry[5] and as personal assistants in daily life[55], a variety of
their usage scenarios show the need for hands-free interaction and subtle interaction. For example, professional
workers on the assembly [58] often have their hands occupied for long periods at work. In public spaces, users
favor interactions that are achievable with subtle movements to avoid disturbing bystanders.
We argue that teeth clenches have the potential to serve as a hands-free and subtle confirmation method of

target selection in AR to fulfill the current needs. Compared to existing methods, including dwell-based [27, 65]
and head gesture-based [62] selection confirmation, a clench provides explicit proprioceptive feedback of teeth
collision, which strengthens the sense of control, and does not require large-scale head movements. There exists
prior work leveraging different clench force levels [61] and tongue-teeth contacts [43] as input methods, but
we found that methods to combine the usage of head movement based cursor control and teeth-clench based
confirmation in target selections in AR scenarios to be under explored. Thus, we present ClenchClick, with
which users control the pointer with head movement and confirm the selection by a clench when the pointer is
within the target. The clench action is detected based on the EMG signals collected by the add-on sensors, which
we designed a container for and attached to the headset in a compact manner. In the implementation aspect,
we implemented a real-time detection system and designed a calibration phase which provided a personalized
threshold for different users to improve the performance.
Supported by the detection system, we thoroughly investigated the interaction design, user experience in

target selection tasks, and user performance in real-world tasks in a series of user studies. In our first user study,
we explored nine potential designs and compared the three most promising designs (ClenchClick, ClenchCross-
ingTarget, ClenchCrossingEdge) with a hand-based (Hand Gesture) and a hands-free (Dwell) baseline in target
selection tasks. ClenchClick had the best overall user experience with the lowest workload. It outperformed
Hand Gesture in both physical and temporal load, and outperformed Dwell in temporal and mental load. In
the second study, we evaluated the performance of ClenchClick with two detection methods (General and
Personalized), in comparison with a hand-based (Hand Gesture) and a hands-free (Dwell) baseline. Results
showed that ClenchClick outperformed Hand Gesture in accuracy (98.9% v.s. 89.4%), and was comparable with
Dwell in accuracy and efficiency. We further investigated users’ behavioral characteristics by analyzing their
cursor trajectories in the tasks, which showed that ClenchClick was a smoother target selection method. It
was more psychologically friendly and occupied less of the user’s attention. Finally, we conducted user studies
in three real-world tasks which supported hands-free, social-friendly, and head gesture interaction. Results
revealed that ClenchClick is an efficient and accurate target selection method when both hands are occupied. It is
social-friendly and satisfying when performing in public, and can serve as activation to head gestures which
significantly alleviates false positive issues.
In summary, we make the following contributions.

• We explored potential designs of combining head movements and teeth clenches in target selection,
mainly considering user experience, and compared ClenchClick with two baseline methods. ClenchClick
outperforms baselines and is more physically effortless, mentally relaxing, and subjectively faster.
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• We investigated the usage of ClenchClick in real-world tasks (hands-free assembling, taking photos in public,
clench-activated head gestures) and showed that advantages of interacting with ClenchClick included more
efficient and accurate hands-free target selection, more natural and unobtrusive interaction in public, and
more controlled head gesture input.

• A minor contribution is that we implemented an EMG-based clench detection algorithm that provides
a general model applicable to average users, and a calibration phase to further improve the detection
performance with personalized parameters.

2 RELATED WORK

2.1 In-mouth Interactions
In-mouth motions mainly involve movements of the user’s tongue, teeth, bite, and throat [11], which are
subtle and nearly unnoticeable to other people. Therefore extensive efforts have been undertaken in developing
novel sensing methods to recognize in-mouth motions and to leverage them in human computer interaction.
Qiao Zhang[67], Phuc Nguyen[43] and Takuro Nakao[42] proposed the use of EMG to detect teeth clenching
and tongue movement. OsteoConduct[68], EarSense [46] and Touch-Touch[3] used vibration sensors or bone
conduction microphones to detect the sound and vibration of tooth click. Bitey[3] further classifies clicks of
different teeth pairs. Similarly, Byte.It[56] used gyroscopes to distinguish between different teeth collisions.
Clench Interaction[61] and On the Tip of my Tongue[12] used pressure sensors to sense tooth clenching and
tongue movement, respectively. TEMPO[51] and Tongue-in-Cheek[19] used non-invasive optoelectronic sensing
and microwave sensing to identify tongue movements. Siyoung Lee[35] proposed an ultra-thin electronic skin
attached to the larynx to sense the user’s vocalizations, but the electronic skin remained expensive, fragile, and
difficult to manufacture. Unlike previous work on recognizing in-mouth motions, we focused on improving user
experience in target selection in VR, through the combined use of head movements and teeth-clenching in cursor
control and selection confirmation, respectively. We acknowledge that this interaction manner has been raised
in previous projects[61]. However, through a holistic process of exploring the design space, benchmarking the
target selection performance, and evaluating in real-world applications, we expect to comprehensively provide
more empirical insights that reflect how users interact and feel when interacting with this method in different
cases.

2.2 Hands-free Target Selection Methods for HMD
Target selection is one of the most dominant input modes for head-mounted display devices [63, 66], which can
be divided into target acquisition and target selection [10]. The hands-free interaction of HMDs serves as an
alternative to gestures when users’ hands are occupied or have limited mobility [41].

For target acquisition, HMD devices had a pretty uniform approach, mainly using head motion or eye-tracking
[18, 20, 24] to control the cursor. Pinpointing[33] combined the above two modalities to achieve more accurate
selection. For target selection, dwell was a commonly used method [6]. Nevertheless, it suffered from severe false-
positive problems, especially when multiple targets exist. A dwell time of 450 to 1000 ms could counterbalance
the false-positive problem and waiting time [65]. Orbits[16] defined a circular dwell trajectory to complete target
selection. It solved the false-positive problem but inevitably reduced click efficiency.
Apart from dwelling, voice input[14, 15], head gestures[44, 62, 64], foot movements[14, 25, 40], and facial

expressions[9, 28, 32, 49, 57, 57] were also used for target selection for HMDs. The vast majority of these input
methods were ultimately applied in VR. HeadTurn[44] and HeadCross[62] used specific head movement patterns.
Foot interactions such as GazeTap[14, 25, 40] used foot movements as confirmation actions to address the input
need for surgeons in operating rooms. Voice commands [14, 15] have been applied by HoloLens[39] , Oculus[45],
and other products, but one issue was that speech was easily affected by the environment and noise [47].
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Target selection methods based on facial expressions leveraged frown [49, 57], blink [9, 28, 57], smile, mouth
[32] and teeth clenching [49] as input. Jae Kwang Cha et al. [9] recognized facial skin deformation during blink
movements, achieving 95.4% accuracy. Umur Aybars Ciftci[32] and others used cameras to identify the opening
and closing of the user’s mouth. Javier San Agustin[49] and Ker-Jiun Wang[57] designed VR input systems for
mentally and physically challenged users. The sensing systems identified changing EEG signals due to facial
expression changes, but they were bulky and not portable. Clench Interaction[61] leveraged an in-mouth pressure
sensor to detect clenching to facilitate VR interactions. Although these studies proposed the concept of facial
input in HMDs, few have either optimized the recall rate or considered the problem of false-positives. Our study
improved both metrics through algorithmic design to facilitate daily interaction.
Unlike VR devices that emphasize personal immersion, users tend to wear AR glasses for a long time to

accomplish various tasks in non-private life scenarios. Thus, we would like to propose a user-friendly [26, 31, 34]
input action with high social acceptance in AR. ClenchClick has a private and subtle input action inside the
mouth. Users endure a lower physical and psychological load during prolonged use.

2.3 EMG Signal Detection
Since the discovery by A. Galvani that human muscles produce electrical signals when they contract [29], the
precise detection of discrete EMG pulse signals has been an essential issue in the analysis and understanding
of the human motor system [48]. The most intuitive computer detection method is to compare the EMG signal
with a fixed threshold [52]. The accuracy of signal recognition rose rapidly after considering the influence of
environmental noise [37] and the standard deviation of the EMG intensity distribution [38] on the selection of
the threshold. P. Bonato proposed the double-threshold method [8, 60], and achieved a detection accuracy of 95%.
Several works have used statistical distributions to optimize the selection of thresholds. J.A. Gurrero fitted a

normal distribution of signal intensities [21] and simulated the Bernoulli distribution consisting of the number of
detected signals under different threshold conditions [22]. He then used the Bayesian approach [21] to estimate
more accurate thresholds. R. Merletti used adjacent electrodes to form an array [36] with multi-channel EMG
information to improve the detection confidence. Due to the significant individual differences in EMG signals
[2, 23], the rational use of statistical features of individual EMG signals helped improve the accuracy of threshold
detection. However, all the algorithms mentioned above proposed offline recognition models based on big data
statistics or iterations. Our work applied EMG sensing to real-time human-machine interaction. Therefore, we
used a two-step "calibration-detection" real-time detection algorithm, first optimizing the model parameters using
a small amount of user data, then executing the detection.

In addition to threshold detection, the energy fluctuations during the rise and fall of the EMG signal are useful
to detect the onset and offset points of the signal. TEKO (Teager-Kaiser Energy Operator)[4, 53] and MUAP
(Motor Unit Action Potential)[17] are representative effective edge features used for real-time signal detection.
In our ClenchClick algorithm, we specifically target the patterns of EMG signals generated by the bite muscle.
We combine threshold detection with TEKO-based edge detection and use a voting mechanism to improve the
robustness of clench detection.

3 TEETH-CLENCHING DETECTION
Driven by a large amount of user data, we implemented a pipeline to detect the user’s clenches. We introduced an
optional calibration phase which predicted the personalized detection threshold based on the statistical features
of the user’s clench signal segments. Our personalized detection method achieved an offline accuracy of 98.0%
and a false-positive count of 4.26 times/hour.
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Fig. 2. The system overview. Clenching detection system is composed of an EMG sensor and a pair of AR glasses. We
implemented a detection pipeline and an optional calibration phase to identify user input intention to support upstream
applications.

3.1 Data Collection
To better understand the characteristics of the EMG signals of different users performing intentional clenches, we
collected clench data from 20 participants for algorithm design, model training, and offline testing. Participants
aged from 20 to 24 years, of whom 7 were females and 13 were males. All were enrolled students recruited from
university campuses. Eight participants had experience using VR/AR.

We used a Myoware AT-04-001 electromyography(EMG) sensor to measure the electrical signals generated by
muscle contraction through electrodes attached to the human skin. Referring to previous work[67], we conducted
pre-experiments and decided to attach the chip and electrodes to the masseter muscle on the outside of the
user’s cheek, where clenching signals are robustly sensed without involving much noise caused by other facial
expressions. AT-04-001 was connected to an Arduino Nano with Dupont lines. An HC-05 chip was connected
to transmit EMG data through Bluetooth communication to a Dell G3 laptop. Users wore a pair of Microsoft
HoloLens 2 AR glasses. A HoloLens 2 had IMU sensors inside and provided the real-time position of the user’s
head. We 3D-printed a plastic case and fixed the prototype on the lateral side of HoloLens2.

We collected clench data from participants when they sat, stood, and walked to simulate various possible body
postures when they used clench input to control the AR glasses in their daily lives. Each participant was required
to complete six rounds of data collection. In each round, the participant continuously moved the head-motion
pointer to appearing objects and performed clenches 20 times. We recorded 60 frames of EMG signals and head
positions per second.

3.2 Detection
The pipeline and design procedure for clench detection are presented in this section. Based on the collected data,
we designed a filter and rule-based model to detect the onset, peak point, and offset of EMG signals. We optimized
an adjustable threshold to determine the state of each frame.

3.2.1 Signal Filtering. Signals from the analog filter circuits suffered from high-frequency noise and serious
signal zero-point drift, so we added a digital bandpass filter. We applied a Butterworth bandpass [13] filter online
with a lower cutoff frequency of 1 Hz and a upper cutoff frequency of 30 Hz. It could resolve the issue of zero
drift while retaining most energy and information.
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3.2.2 Rule-based Model for Detection. We observed that the waveform of the transient clenching signal contains
distinct and strong "rising, reaching the peak and falling" processes. We used the Teager-Kaiser Energy Operator
[4, 53] for signal change point detection to detect onsets and offsets. We added peak detection to mask EMG
signals of very small amplitudes. We linearly mapped filtered EMG data to [-1023,1023], then set the following
rules to determine the state of each frame. Let the signal amplitude of the 𝑘𝑡ℎ0 frame be 𝑓 (𝑘0). We first defined
the energy calculated using the TEKO operator for EMG signal as 𝜏 (𝑘):

𝜏 (𝑘) = 𝑓 (𝑘)2 − 𝑓 (𝑘 − 1) ∗ 𝑓 (𝑘 + 1) (1)

The state of the 𝑘𝑡ℎ0 frame was defined as 𝑠 (𝑘0).

𝑠 (𝑘0) ∈ {𝑝𝑒𝑎𝑘 𝑝𝑜𝑖𝑛𝑡, 𝑜𝑛𝑠𝑒𝑡, 𝑜 𝑓 𝑓 𝑠𝑒𝑡, 𝑟𝑒𝑠𝑡𝑖𝑛𝑔} (2)

We used a detecting threshold to determine the state of each frame. We set the threshold to be T (acquisition of
T is mentioned in the next subsubsection) and defined the detection conditions of the following three states.

Peak point: If the signal is at the local maximum and exceeds the threshold T, the state is "peak point".

𝑆 (𝑘0) = 𝑃𝑒𝑎𝑘𝑝𝑜𝑖𝑛𝑡 ⇔ {𝑘0 | 𝑓 (𝑘0) > 𝑇, 𝑓 (𝑘0) > 𝑓 (𝑘),∀ | 𝑘 − 𝑘0 |< 3, 𝑘 ∈ 𝑁,𝑘0 ∈ 𝑁 } (3)

Onset: The algorithm calculated the TEKO operator of the neighboring frames. We utilized a voting mechanism
to ensure a relatively tolerant and discriminative scale to preserve atypical clench signals and eliminate weak
EMG signals from other muscles. If the signal maintains a high rising rate, the state of 𝑘0 is the "Onset".

𝑆 (𝑘0) = 𝑂𝑛𝑠𝑒𝑡 ⇔ 𝐶𝑎𝑟𝑑 ({𝑘 | 𝜏 (𝑘) > 0.5 ∗𝑇 2, 𝑓 (𝑘 − 1) < 𝑓 (𝑘), | 𝑘 − 𝑘0 |< 3, 𝑘 ∈ 𝑁,𝑘0 ∈ 𝑁 }) ⩾ 3 (4)

Offset: Similarly, if the signal maintains a high falling rate, the state of 𝑘0 is the "Offset".

𝑆 (𝑘0) = 𝑂𝑓 𝑓 𝑠𝑒𝑡 ⇔ 𝐶𝑎𝑟𝑑 ({𝑘 | 𝜏 (𝑘) > 0.5 ∗𝑇 2, , 𝑓 (𝑘 − 1) > 𝑓 (𝑘), | 𝑘 − 𝑘0 |< 3, 𝑘 ∈ 𝑁,𝑘0 ∈ 𝑁 }) ⩾ 3 (5)

The detection algorithm determined the EMG state of each frame and maintained a temporal state sequence.
When there was a subsequence of "onset,..., onset, wave, offset,..., offset" in the state sequence, the algorithm deter-
mined that an input signal was detected. Change point detection effectively reduced high-frequency fluctuating
noise cases.

3.2.3 Calculating the Best Threshold T. To obtain the best general detection threshold T, we used labelled
intentional clench signals and noisy signals to train our model. We defined the loss function as:

𝐿𝑜𝑠𝑠 = −𝑅𝑒𝑐𝑎𝑙𝑙 + 𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑁𝑖𝑛𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑎𝑙/𝑁𝑡𝑜𝑡𝑎𝑙

𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒 = 𝑁𝑛𝑜𝑖𝑠𝑦/𝑁𝑡𝑜𝑡𝑎𝑙

(6)

We used dichotomous traversal of thresholds locally to minimize the loss function and ensure that the threshold
converged to the optimum. We applied the optimized threshold as the best detection threshold for general clench
detection.

3.3 Personalized Calibration
Further, we put forward an optional calibration phase to generate the personalized detection threshold for a
specific user to achieve more accurate clench detection.
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3.3.1 Statistical Feature Extraction. We tested the clench detection algorithm. Results showed significant dif-
ferences in the magnitude of the EMG signal among individuals, which is a common phenomenon[54] for
physiological parameters of the human body. Thus, a general threshold cannot guarantee good detection perfor-
mance for all users. Therefore, we proposed to involve user calibration to collect a small amount of clench data
from each first-time user and predict a more suitable detection threshold.

We divided the data into groups of 20. Each group contained several signal segments from the same user. We
treated each group of data as a sample, and calculated the mean value and variance of each data segment’s peak
value, mean value, maximum rise rate, and maximum fall rate in the group as the model input vector

−→
𝑋 .

−→
𝑋 = (𝑃𝑒𝑎𝑘, 𝑃𝑒𝑎𝑘𝑠𝑡𝑑 , 𝑀𝑒𝑎𝑛,𝑀𝑒𝑎𝑛𝑠𝑡𝑑 , 𝑅𝑖𝑠𝑒𝑟𝑎𝑡𝑒, 𝑅𝑖𝑠𝑒𝑟𝑎𝑡𝑒𝑠𝑡𝑑 , 𝐹𝑎𝑙𝑙𝑟𝑎𝑡𝑒, 𝐹𝑎𝑙𝑙𝑟𝑎𝑡𝑒𝑠𝑡𝑑 )

3.3.2 Model Training. For each group of data, we used the statistical features
−→
𝑋 as input. We used the traversal

method to obtain the best detection threshold of each group as the model output 𝑌 . About 2400 clench signals
were collected to train an SVM regression model for personalized threshold prediction.

3.3.3 Number of User Calibrations. In the actual calibration process, a higher number of clenches during
calibration provided a more accurate estimation of signal features but imposed additional time and physical load
on the user. We referred to the elbow method[30], commonly used in clustering algorithms. The result showed
that the cost-effectiveness decreased sharply when the number was around 13. Therefore, we chose N = 13 as the
final calibration time.

4 STUDY 1: CLENCHCLICK INTERACTION DESIGN
The primary motivation of ClenchClick is to leverage the clenching action as the confirmation of target selections.
However, as there are various confirmation mechanisms (e.g., Point-and-Click [7], Crossing-based confirma-
tion [1]), it is worth exploring in which manner the users feel most comfortable and convenient in performing
clenching actions. Therefore, we designed nine selection methods using teeth clenching actions with different
confirmation mechanisms. We conducted two iterations in deciding on the ClenchClick interaction design. We
narrowed down nine methods to the three most favored candidates through a user interview in the first step. Then,
we implemented a proof-of-concept prototype of the candidate methods and conducted a user study to compare
their user experiences. We adopted a Fitts’-like target selection task to enable the participants to experience the
interaction with different methods and added hand gesture and dwelling-based confirmation as the baselines to
compare. The subjective feedback of participants was collected with the NASA TaskLoad scale and interviews.

Fig. 3. Schematics of clench-based target selection methods.
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Table 1. Text descriptions of clench-based target selection methods.

Input Method Explanation

Clench-Click (CC) The user first moves the head pointer to the target area and then
completes a brief transient teeth clench in the target area.

Clench-Press (CP) The user first moves the head pointer to the target area and then
completes a continuous teeth clench in the target area for a while.

Clench-Double-Click (CDC) The user first moves the head pointer to the target area and then
completes two transient teeth clenches in the target area.

Clench-Click-Activation (CCA) The user first completes a brief transient teeth clench to activate
all the selectable targets in the interface in the next few seconds.
The user then moves the head pointer to the target for selection.

Clench-Press-Activation (CPA) The user first completes a continuous clench for a while to activate
all the selectable targets in the interface in the next few seconds.
The user then moves the head pointer to the target for selection.

Clench-Double-Click-Activation (CDCA) The user first completes two transient teeth clenches to activate
all the selectable targets in the interface in the next few seconds.
The user then moves the head pointer to the target for selection.

Clench-Crossing-Target (CCT) The user moves the head pointer to cross the target. From the
pointer entering the target area to leaving the target area, the user
needs to keep clenching his teeth.

Clench-Crossing-Edge (CCE) The user moves the head pointer to cross the target. The user needs
to keep clenching his teeth when the pointer crosses the edge of
the target. Crossing the edge includes entering the target area from
the outside and leaving the target area.

Clench-Click-While-Crossing (CCC) The user moves the head pointer to cross the target and completes
a brief transient teeth clench when the pointer is about to enter
the target and after the pointer has just left the target.

4.1 Interview of Clenching-based Target Selection Design
4.1.1 Nine Design Candidates. When interacting with headset-based AR interfaces, users use their heads to
control the pointer’s movement. After the user moves the pointer to the target, they need a mechanism to confirm
the selection or to indicate the pointer movement as an intentional action. We propose to leverage the action of
clenching as confirmation. However, there are multiple confirmation mechanisms applicable to the clenching
action. For example, the user can perform a clench while the pointer is within the target as an indicator of selection,
or perform a clench before the pointer enters the target for the same purpose. Therefore, we selected three
mostly used mechanisms, which were Point-and-Click (move the pointer into the target and do confirmation),
crossing (move the pointer across the target boundary), and mode switch (first activate the target, and then move
the pointer into it). We designed Clench-Click(CC), Clench-Press(CP) and Clench-Double-Click(CDC) based
on the target-pointing paradigm. Their interaction mechanisms are similar to that of a traditional computer
mouse. Three input actions that use clench as the activation for selection are also based on the pointing paradigm,
redefining the clenching and head movement sequence. In addition, we devised three target selection methods
based on the crossing paradigm. Detailed descriptions of individual designs is listed in Table 1 and demonstrated
in Figure 3.
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Fig. 4. Subjective ratings of nine clench-based input methods in terms of Simplicity, Error Prevention, Fatigue and Efficiency.

4.1.2 User Interview with Gedanken Experiments. We recruited nine participants from campus and conducted a
preliminary user experiment. The participants’ age ranged from 19 to 28 years old. Four of them were females, and
five were males. All participants had no experience in using AR glasses. During the warm-up phase, participants
were free to experience AR glasses (HoloLens 2) to gain a basic understanding of interactions in the AR scene.
After that, we interviewed them with a preliminary Gedanken experiment. Participants attempted to perform the
task with the nine target selection methods without wearing AR glasses only according to the experimenter’s
description. We provided a list of paper instructions as guidance. No detection algorithms were applied, and
no feedback was provided in this experiment. The purpose was to allow the participant to focus on the user
experience instead with the assumption of perfect clench detection. After completing the experience of the nine
candidates, each participant rated them according to the following criteria along a 7-point Likert scale (1-strongly
disagree, 4-neutral, 7-strongly agree).

We added up the scores of the four dimensions and arranged the clench-based input methods in reverse order
(Figure 4). The three target-pointing input methods that completed the click inside the area had the highest
score, among which ClenchClick was rated highest in all four dimensions. Seven participants consented that
transiently clenching their teeth once was more intuitive and had a shorter selection time. Clench-Crossing-Edge
and Clench-Crossing-Target, the two selection methods based on the goal-crossing paradigm, ranked fourth
and fifth. However, there were still two participants who preferred selecting with a stroke. They felt that the
pointer could move smoother and faster during the crossing. They need not slow down or stop in the process.
Methods which use clench as the activation method had the lowest score. Participants felt that this two-step
selection method was less efficient than clicking directly in the button area. Furthermore, it was easy to cause
wrong selection when there were multiple buttons in the GUI. In the end, we selected three input actions,
including one based on the click paradigm (Clench-Click) and two based on the crossing paradigm
(Clench-Crossing-Target, Clench-Crossing-Edge).

4.2 User Experience Evaluation
We adopted a Fitts’-like task and compared the user experience of the three clench-based input methods with
a hand-based(ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒) and a hands-free(𝑑𝑤𝑒𝑙𝑙) baseline. The goal was to obtain the user experience of
different clenching inputs in AR and select the target selection method with the best user experience. In this
study, we present the following hypotheses:
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Fig. 5. The experimental interface of user experience evaluation. The interface is a Fitt’s-Like scene with 16 buttons arranged
in a circular array. The sizes of the buttons and their distances from the circle’s center change during the experiment.

H1: Three clench-based techniques may have different workload and user experience in the target
selection task due to different paradigms.

H2: As clench action is subtle, the user may perceive clench-based input methods as less physically
demanding. Therefore, they may have a lighter workload than hand gesture and dwell.

4.2.1 Participants and Apparatus. We recruited 10 participants. Their ages ranged from 18 to 28 years old (4
females, 6 males). All participants were students recruited from a local campus and had experience in using a
computer mouse and using a tablet or smartphone. Two participants had experience using AR or VR devices.
Five participants wore glasses during the experiment, but the glasses did not affect the experiment process.
We used the same hardware devices as during the data collection phase in the implementation section.

4.2.2 Interaction Methods. We compared the five target selection methods. Besides three clench-based methods
(𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 ,𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑟𝑜𝑠𝑠𝑖𝑛𝑔𝐸𝑑𝑔𝑒 , and 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑟𝑜𝑠𝑠𝑖𝑛𝑔𝑇𝑎𝑟𝑔𝑒𝑡 ), a hand-based (ℎ𝑎𝑛𝑑𝑔𝑒𝑠𝑡𝑢𝑟𝑒) and a hands-free
(𝑑𝑤𝑒𝑙𝑙) baseline were involved.

• ClenchClick: The user moves the pointer into the target and then completes a brief teeth clench.
• ClenchCrossingEdge: The user moves the head pointer to cross the target. The user needs to keep
clenching his teeth when the pointer crosses the edge of the target.

• ClenchCrosssingTarget: The user moves the head pointer to cross the target. From the pointer entering
the target area to leaving the target area, the user needs to keep clenching.

• Hand Gesture: The HoloLens 2 default target selection method, AirTap, which is the gold standard for
hand-based target selection in AR/VR, ws used. The participant first moves the pointer into the target,
then raises one hand, points up the index finger, quickly pinches down on to the thumb, and returns to the
initial hand posture.

• Dwell: As the most widely used hands-free target selection method, dwell serves as the baseline for
hands-free input. The participant moves the pointer into the target and stares at it for 600 milliseconds.
Prior research[65] has verified that this time is neither too short to cause false triggers nor too long to
sustain.

4.2.3 Procedure. Each participant used five different input methods to do a Fitts’-Like button selection experiment
in the AR interface (See Figure 5). For each input method, we arranged the buttons in a circular array. The size of
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Fig. 6. The mean responses for Task Load. The error bars represent the standard deviations. The statistically significant
differences are marked as connecting lines.

buttons and their center distance varied. The participant was required to complete 2 sizes x 2 center distances *
16 positions = 64 trials. Each participant had five seconds to complete each trial. After selection, the participant
was asked to move the pointer back to the center of the button array. If the system did not detect an input after
the timeout, the system would prompt the participant to continue the experiment and select the next button.
The experiment order of different input methods and the order in which the buttons appeared were preset to
eliminate the influence of the learning effect on the experiment results. Each participant had a 5-10 minute rest
time after completing each input method, and was asked to complete a NASA Taskload questionnaire and briefly
talk about their experience of each target selection method.

4.2.4 Result. We analyzed the results of the NASA Taskload (See Figure 5) by using the Wilcoxon signed rank
test to assess the difference in workload of the various input methods. We presented the following results.

Hands-free target selection is more physically relaxing. 𝐻𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 had the highest physical load that
was significantly larger than 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 and 𝑑𝑤𝑒𝑙𝑙 (Z = -2.889,-2.530, both p < 0.05). The two clench crossing
methods had a medium load. We speculated that physical load was positively correlated with the intensity of
the participant’s physical actions. Gesture interaction required continuous movement of the arm, which led to a
rapid increase in participant fatigue. Clench-crossing required the participant to keep the master muscle tense for
a period, bringing additional body load. Relatively, short-term clenching and dwell clicking almost only involved
subtle movement of the head.
Continuous confirmation motions are more mentally exhausting than transient motions. 𝐷𝑤𝑒𝑙𝑙

had the highest mental load. Participant 3 and Participant 7 indicated that 𝑑𝑤𝑒𝑙𝑙 required them to hover the
pointer inside a tiny target and not be deflected, which caused psychological pressure. 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑟𝑜𝑠𝑠𝑖𝑛𝑔𝑇𝑎𝑟𝑔𝑒𝑡
also suffered a high mental load because the participant was required to focus more than 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑟𝑜𝑠𝑠𝑖𝑛𝑔𝐸𝑑𝑔𝑒 .
𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 had the lowest mental load. Compared with other confirmation mechanisms, short-term clenching
was energy-efficient and required minimal attention from the participant.

The point-and-click clench manner was perceived faster by the participants. The temporal load of
𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 was significantly lower than ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 and 𝑑𝑤𝑒𝑙𝑙 (Z= -2.210,-1.999, both p < 0.05). We further cal-
culated the average selection time. Although𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 (T𝑎𝑣𝑔 = 0.58s) was significantly faster than ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒
(T𝑎𝑣𝑔 = 1.39s), it had about the same speed as 𝑑𝑤𝑒𝑙𝑙 (T𝑎𝑣𝑔 = 0.90s), 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑟𝑜𝑠𝑠𝑖𝑛𝑔𝑇𝑎𝑟𝑔𝑒𝑡 (T𝑎𝑣𝑔 = 0.73s), and
𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑟𝑜𝑠𝑠𝑖𝑛𝑔𝐸𝑑𝑔𝑒 (T𝑎𝑣𝑔 = 0.46s). Therefore, we inferred that a point-and-click clench is subjectively faster and
smoother for the user than dwell and crossing clench methods.
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Failure of systemdetection is themain cause of user frustration.𝐻𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 had the highest frustration
level. We blamed it on the fact that participants sometimes had to repeat the hand tap multiple times before
succeeding. The low recall rate made participants irritable and impatient due to repetitive tasks.

In general, ClenchClick had the lowest taskload.Mean workload and effort level both extensively reflected
the comprehensive taskload during the task. 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 was significantly lower (Z = -2.607,-2.514, both p <
0.05) than ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 and 𝑑𝑤𝑒𝑙𝑙 . In addition,𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 had lower mean workload than both clench-crossing
actions. The task load of ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 was significantly higher than that of the other four input methods (p <
0.05).

4.2.5 Subjective Feedback on User Experience. Most participants agreed that both 𝑑𝑤𝑒𝑙𝑙 and 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 had a
better target selection experience. Although𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑟𝑜𝑠𝑠𝑖𝑛𝑔𝐸𝑑𝑔𝑒 interactions gave them a smooth one-and-done
feeling, prolonged use was tiring (Participant 1,2,4,10). In comparison, ClenchClick was a more elegant and
relaxing interaction (Participant 2, 7, 9). 𝐷𝑤𝑒𝑙𝑙 was described to be the easiest-to-use input method, for prolonged
use of 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 also led to occlusal fatigue problems. However, 𝑑𝑤𝑒𝑙𝑙 also had its own issues. Participant
6 claimed that 𝑑𝑤𝑒𝑙𝑙 ’s long hovering of the pointer over the target area was nerve-wracking. In addition, the
experiment did not consider the case of multiple target selection, so participants were oblivious to the wrong
selection problem of dwelling, which might make 𝑑𝑤𝑒𝑙𝑙 potentially overrated. All participants agreed that
ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 was the most physically and mentally exhausting input method. The low accuracy resulted in a
high frustration level.

4.2.6 Subjective Feedback on Interaction Habits and Preferences. Interaction preferences varied from person to
person. Although the experimenter had introduced all the standard interaction methods, some of the participants
adjusted their actions from the standard ones. We observed a variety of actions when the participant completed
the clench-based inputs. The 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 action only required minimal clench force in most participants, but
participant 9 said he tended to perform more exaggerated teeth-clicking actions. For clench crossing actions,
participant 3 clenched his teeth during the entire fast movement of the pointer, rather than starting to clench his
teeth when the pointer was near the button. Participant 4 preferred the clench crossing paradigm and discovered
that a𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑟𝑜𝑠𝑠𝑖𝑛𝑔𝑇𝑎𝑟𝑔𝑒𝑡 action could still activate button selection events in the𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 task. We found
that the bite is a body part that people rarely try to control actively. On the contrary, 𝑑𝑤𝑒𝑙𝑙 has meager learning
costs, and most people can use their hands proficiently. Depending on the person, the bite input could be mastered
quickly, while others took longer time to learn and adapt. A longer learning time may correlate to higher input
efficiency of clench-based target selection.

4.2.7 Summary. We verified H1 by comparing the experience of different clench-based inputs in a longer
task. Compared to 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑟𝑜𝑠𝑠𝑖𝑛𝑔𝐸𝑑𝑔𝑒 and 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑟𝑜𝑠𝑠𝑖𝑛𝑔𝑇𝑎𝑟𝑔𝑒𝑡 , 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 was more physically effortless,
mentally relaxing, and subjectively faster for long time use. Therefore, we believe that 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 is the most
usable clench input action for target selection. We verifiedH2 by revealing that𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 , as the representative
of clench-based actions, significantly outperformed ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 and 𝑑𝑤𝑒𝑙𝑙 in total workload. It had less temporal
and physical load than ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 and less temporal and mental load than 𝑑𝑤𝑒𝑙𝑙 .

5 STUDY 2: PERFORMANCE EVALUATION
To evaluate the performance of ClenchClick, we compared it with two baseline methods, both with the head
control paradigm but different selection confirmation mechanisms. We tested hand gesture-based (ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒)
and hands-free (𝑑𝑤𝑒𝑙𝑙) confirmation methods. In addition, to verify the effectiveness of the clench detection
algorithm and the calibration process, we compared two implementations of ClenchClick, which were the general
detection pipeline for averaged users, and the personalized detection pipeline with data collected in an extra
calibration process. Instead of Fitts’ Law experiment used in the first user experiment, we decided to compare
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the selection methods in a more realistic application to obtain an evaluation that was more reflective of real
usage. Thus, we designed an AR Whac-A-Mole game which requires frequent target selection. We recorded the
completion time, selection accuracy, and false positive rates of participants as the metrics for evaluation. We also
visualized and analyzed the participant’s head cursor movement trajectory and revealed the behavioral pattern
behind different input actions. In this section, we present the following hypotheses:

H3: Since ClenchClick has a very low temporal load and frustration level, it may also achieve a high
accuracy or input speed in real-life usage.
H4: The general ClenchClick detection method can suppress false positives while assuring true

positives. A calibration phase further reduces false positives.
H5: For different input methods, users may have different mental models and behavioral character-

istics, which affect the overall user experience of target selection.

5.1 Participants and Apparatus
We recruited ten participants ranging in age of 19 to 24 years old, consisting of four females and six males. All
were students recruited from local campuses. They did not participate in the above-mentioned tests. None of
them had prior experience with AR devices. We used the same hardware devices as that of the data collection
phase.

5.2 Interaction Methods and Detection Algorithms
Similar with the user experience study (Study 1), we compared three target selectionmethods. Besides𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 ,
a hand-based (ℎ𝑎𝑛𝑑𝑔𝑒𝑠𝑡𝑢𝑟𝑒) and a hands-free (𝑑𝑤𝑒𝑙𝑙) baseline were included.
In addition, we compared the following two algorithm implementations.

• The general algorithm: ClenchClick algorithm implementation, which contains a rule-based model.
Threshold T was pre-calculated to ensure the best detection performance on average users.

• The personalized algorithm: ClenchClick algorithm implementation, which contains a rule-based model.
Each participant carried out the the calibration. Threshold T was predicted by a pre-trained model.

5.3 Experiment Design
The user experiment was an AR application based on a Whac-A-Mole game. There were eight mole holes
distributed in eight directions in the scene. Among them, the holes in the positive top, positive bottom, positive
left, and positive right directions were located in a plane 3.0 meters away from the participant and 0.6 meters away
from the plane’s center. The upper-left, upper-right, lower-left, and lower-right oriented holes were located in a
plane 4.0 m away from the participant and 0.6 m away from the plane’s center. We designed different directions
and distances of mole appearance locations to simulate the participants selecting targets in different locations in
space during daily use. The mole was a 0.2m*0.2m*0.2m 3D model. The angle of the mole in the field of view was
about 2.86° to 3.82°.

When the game started, the mole randomly poked its body out of one of the eight mole holes and stayed for 5
seconds to ensure that the participant had enough time to complete the selection. After the participant hit the
mole by performing the target selection gesture, the mole emitted a sound effect and retracted back into the hole.
If the system failed to detect inputs within five seconds, the mole also returned to the hole by itself.

Our system recorded the selection time, accuracy, and false-positives asmetrics for evaluation. In our experiment
design, participants were instructed only to perform the selection action once for each mole target, so the accuracy
was equal to the true-positive rate.
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Fig. 7. The Whac-A-Mole Application. There are eight mole holes distributed in eight directions. The mole is about
0.2m*0.2m*0.2m, which randomly pokes its body out of one of the holes and waiting for the participant to hit it.

5.4 Procedure
Each participant completed theWhac-A-Mole target selection experiment using three inputmethods (ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 ,
𝑑𝑤𝑒𝑙𝑙 , and 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘). For 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 , participants had to repeat the task two times. Our system applied two
different detection algorithms to recognize user input intentions.

Before the experiment began, we introduced the interactions in the AR glasses in awarm-up session. Participants
practiced selecting objects in AR space until they thought they had mastered each of them. After that, participants
completed four rounds (1*ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 , 1*𝑑𝑤𝑒𝑙𝑙 , and 2*𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘) of Whac-A-Mole. For each round, they went
through 5 sessions. Each participant finished a total of 4 rounds*5 sessions*24 times = 480 target selections. Each
participant completed the experiments in a different order to offset learning effects and fatigue. After finishing
all experiments, they were asked to briefly describe the experience of all input methods.

5.5 Result
For the Whac-A-Mole task, we separately ran one-way RM-ANOVA tests for three interaction methods on the
metrics of accuracy and selection time to verify H3. We used the results of the personalized detection algorithm
as the representative for ClenchClick to compare with the other two input methods. We performed Tukey HSD
tests as the post-hoc tests to identify significant differences between input methods and different algorithms.

5.5.1 Accuracy. Repeated measures analysis of variance implied a significant difference in the mean value of the
accuracy of the different input methods (F2,27 = 17.22, p < .00001). Figure 8(a) shows the mean value of target
selection accuracy. The recognition accuracy of 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 (AVG = 98.89%, STD = 2.04%) and 𝑑𝑤𝑒𝑙𝑙 (AVG =
99.72%, STD = 0.56%) were both high and significantly higher (p < 0.01) than that of ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 (AVG = 89.35%,
STD = 6.46%). Participants felt that sometimes hand gestures were not detected, while they were pretty satisfied
with the recognition accuracy of other target selection methods. They felt that their intentional inputs were at
most not detected once or twice during the entire user experiment.
Since the accuracy was equal to the true-positive rate in our experiment, we found that both 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑖𝑐𝑘

detection methods could robustly detect EMG signals and achieved a high detection recall of around 99%.
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Fig. 8. Mean accuracy and completion time for different input methods and detection algorithms. The error bars represents
the standard deviations.

5.5.2 Selection Time. Figure 8(b) shows the mean value of target selection time. There was a significant difference
in the mean target selection time for different input methods (F2,27 = 5.14, p < 0.05). 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 (AVG = 1.58s,
STD = 0.38s) and 𝑑𝑤𝑒𝑙𝑙 (AVG = 1.65s, STD = 0.05s) were both fast. In addition, we observed that although the
completion time of𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 was slightly lower than 𝑑𝑤𝑒𝑙𝑙 , the mean completion time distribution of the 𝑑𝑤𝑒𝑙𝑙
was very concentrated. On the contrary, the completion time of 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 had a more significant variance.
Several participants subjectively felt 𝐶𝑙𝑒𝑛𝑐ℎ𝑐𝑙𝑖𝑐𝑘 was the fastest method. For participants who clenched faster
(top 7 participants among all), the mean completion time was around 25% faster than dwell and reached 1317
ms. This indicated that clench input efficiency varied considerably between participants. 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 was a
more efficient input method for subjects who could control their occlusal muscles more comfortably. Additional
training may improve the input efficiency of other users.

5.5.3 False-positive rate. In our experiments, we did not find any false-positive detection for gestures. False
detection for dwell input was hard to define because the participants’ pointers stayed somewhere on the screen
at all times. Thus, we only compared the false-positive rates among algorithms. We defined one false detection
as the system detecting the participant’s clench action when the pointer was not in the target area. In real-life
scenarios, false-positive triggers also require the user’s pointer to happen to be in the target area, which occurs
far less frequently than the false-positive rate obtained in this section.

There were significant differences in the number of false-positive detections per hour for different algorithms
(F2,27 = 8.62, p < 0.01). False detections per hour for 𝑡ℎ𝑒 𝑝𝑒𝑟𝑠𝑜𝑛𝑎𝑙𝑖𝑧𝑒𝑑 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 (AVG = 9.3/h, STD = 10.6/h)
algorithm was significantly less than that for 𝑡ℎ𝑒 𝑔𝑒𝑛𝑒𝑟𝑎𝑙 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 (AVG = 15.3/h, STD = 13.9/h ) (p<0.01).
Results showed that the calibration phase significantly reduced the false-positive cases.

According to the subjective feedback, seven participants felt a minimal difference between the two algorithms,
probably because their clench signals were already detected well enough using the general threshold. Four
participants reported a significant difference between the two algorithms: two subjects reported occasional false
positives before calibration. One subject often felt unable to complete the target selection task before calibration
unless she clenched very hard. The phenomenon might be because their EMG signals were significantly stronger
or weaker than the mean value of the vast majority. Our proposed calibration phase enhanced the interaction
experience especially for these users.

5.6 Head Cursor Trajectory
To investigate participants’ behavioral patterns of using different target selection methods, we analyzed partici-
pants’ head cursor movement trajectory when performing ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 , 𝑑𝑤𝑒𝑙𝑙 , and𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 . Figure 9 shows
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Fig. 9. The above three pictures show the participant’s head cursor in one round of Whac A Mole game using different target
selection methods. The trajectories magnified in an ellipse are trajectories in the right-bottom area during target confirmation.
(a):head trajectory of hand gesture input (b):head trajectory of dwell (c):head trajectory of ClenchClick. Figure(d)-(g) show
the mean length of trajectories, mean velocity of cursor and the mean curvature of target acquisition and confirmation
trajectories.

the cursor trajectory examples, representing the participant’s head orientation on the AR GUI. We divided the
trajectories into two steps: moving the cursor to the target (acquisition) and confirming the click (confirmation),
and analyzed them separately.

5.6.1 Acquisition. For the target acquisition period, we analyzed the average velocity of the head cursor, the
average curvature of the acquisition trajectory, and the average length of the acquisition trajectory. We separately
ran one-way RM-ANOVA tests for all metrics mentioned above, with the technique as the independent variable.
Participants felt more carefree in target acquisition when using ClenchClick and hand gesture.

Although𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 and 𝑑𝑤𝑒𝑙𝑙 shared similar trajectory length, the cursor movement velocity was significantly
greater (p < 0.05, F1,18 = 12.07) for𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 andℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 input than for 𝑑𝑤𝑒𝑙𝑙 . We speculated that dwelling
required the cursor to remain in the button area for a sustained time after reaching the area. Therefore, the

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 3, Article 139. Publication date: September 2022.



ClenchClick: Hands-Free Target Selection Method Leveraging Teeth-Clench for Augmented Reality • 139:17

participant was wary of moving the cursor accidentally outside the target which cancelled the selection and
dealt with target acquisition more cautiously and slowly. In contrast, the cursor moved about 40% faster when
gesturing and clenching.

The participant’s head cursor shookmore frequently with hand gesture interaction, which we believed
was a sign of high mental load. We used averaged curvature to quantitatively investigate the degree of bending of
the cursor trajectory during acquisition. The curvature was significantly greater for ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 input than for
𝑑𝑤𝑒𝑙𝑙 (p < 0.05, F1,18 = 6.82)and𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘(p < 0.05, F1,18 = 7.81), which we hypothesize was because participants
needed to lift their hands to complete the gesture while moving the cursor, thus distracting them from cursor
movement. The greater curvature reflected greater distraction and mental burden.

Taken together, with ClenchClick, participants were able to move the cursor quickly and smoothly with light
concern, and had a more psychologically friendly experience during the target acquisition process.

5.6.2 Confirmation. Similarly, we used the average curvature to determine how distorted the head cursor
trajectory during target confirmation was within the button. We separately ran one-way RM-ANOVA tests on
confirmation curvature with the technique as the independent variable.
ClenchClick had the cleanest confirmation trajectory. Ideally, the head cursor should be relatively

stationary when the participant performs a confirmation action. However, different target confirmation methods
resulted in different subtle cursor movement patterns. When using 𝑑𝑤𝑒𝑙𝑙 and 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 as confirmation, the
curvature of the head cursor trajectory was significantly smaller (p < 0.05, F1,18 = 4.41) than ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 . From
Fig 9(b), the trajectory of 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 during confirmation was more like a series of folded segments, which was
caused by the subtle head nods that accompanied the clenching of teeth. Participant 8 believed that the slight
head nod was a more relaxing movement than holding still for a while. In contrast, dwell trajectories and hand
gesture trajectories (Fig 9(b)(c)) included more irregular curves resulting from the jitter when the participant’s
head tried to remain still in air.

5.7 Summary
H3 was partially valid as 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 was more accurate and faster than ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 , while being comparable
to 𝑑𝑤𝑒𝑙𝑙 in accuracy and speed. We argued that the input speed of 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 was significantly faster than
𝑑𝑤𝑒𝑙𝑙 for users more used to clenching. For other users, speed may be improved after a bit of training. We
verified H4 by presenting the high true positive rate (99%) and acceptable false positives (15/h) of our general
detection method. False positives reduced by 60% after a calibration. We verified H5 by revealing facts on user
behavior. 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 allowed users to interact quickly and smoothly without heavy concerns and have a more
psychologically friendly experience.

6 STUDY 3: EVALUATION IN REAL-WORLD TASKS
After evaluating the performance of ClenchClick in target selection, we decided to test its applicability in real-
world applications. We tested three scenarios assumed to be beneficial from the features of hands-free, subtle and
convenient interaction that ClenchClick potentially provides. We aimed to reveal more insights on how users
interact with ClenchClick and verify how beneficial it can be in real-world tasks.

6.1 Apparatus and Participants
We recruited 12 participants aged 18 to 25 years old (4 females and 8 males) from campus and asked them to
experience the tasks in three scenarios. Apart from 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 , they also used ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 and 𝑑𝑤𝑒𝑙𝑙 on
completing the same tasks as control. After the experiment, they were asked to rate their subjective feelings
along a 5-point Likert scale.
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Fig. 10. ClenchClick application scenarios. (a) hands-free requirements: industrial assembly (b) social-friendly interaction:
taking pictures (c) gestures beyond selection: clench activated head gesture input

6.2 Hands-free Input: Industrial Assembly
When users have occupied hands or physical limitations that prevent them from using their hands, we expect
the hands-free feature of ClenchClick can supplement and provides efficient and feasible AR input with a low
workload. In this sense, we tested the first application as the industrial assembly. The application shows a 2 × 4
decompression tesseract as an example of a part assembly teaching application often used in worker training
scenarios (Figure 7 (a)). The part assembly assistant transformed 2D instructions into 3D part animations to
more visually assist workers in learning the assembly process. Each step in the scene contained an animated
demonstration, a text description, and a page turn button. The animation demonstration included eight steps,
each progressively showing the relative position and installation method between the magic cubes and the
connecting rings. Participants used ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 , 𝑑𝑤𝑒𝑙𝑙 and ClenchClick to click buttons and do the page flip.
Each participant needed to control the page turn and complete the assembly using three input methods. The
experiment order of different participants was preset to eliminate the influence of the learning effect.

6.2.1 Result. Results are shown in Figure 11. We analyzed and used the Wilcoxon signed rank test in this section
to test the significant difference in subjective evaluation metrics of different input methods.
When hands were occupied, ClenchClick and dwell were preferred by most participants because

they eliminated the need for the switch between assembly work and interaction. Both 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 and 𝑑𝑤𝑒𝑙𝑙
had a smaller physical load (Z = -2.124, -2.058, both p < 0.05) and faster speed (Z = -2.546, -2.061, both p <
0.05) than ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 . All participants agreed that task switching was exhausting. Participant 1, 3, 4, 5, and
11 attributed this to the complexity of the gesture interaction itself and the muscle fatigue it brought. They
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Fig. 11. The usability, physical load, satisfaction level, false-positive frustration and speed rating for different input methods
when assembling parts. The error bars represent the standard deviations. The position of the bars in the stacked chart
represents the average ratings of participants. Different colors show the distribution of participant ratings.

appreciated hands-free interaction that allowed them to do the assembling without putting down parts from time
to time.
Between 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 and 𝑑𝑤𝑒𝑙𝑙 , ClenchClick had a better user experience because of the lower frus-

tration caused by false positives.We did not discuss the false positives of 𝑑𝑤𝑒𝑙𝑙 in previous studies because
computers could not tell whether the dwell is intentional. Subjective feedback in real-world applications found
that 𝑑𝑤𝑒𝑙𝑙 suffered much more severe false positive problems than 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 . 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 had a significantly
lower frustration level compared to 𝑑𝑤𝑒𝑙𝑙 (Z = -2.842, p < 0.05). Several participants reported that if they stared
at a button, 𝑑𝑤𝑒𝑙𝑙 might accidentally trigger button events in succession, thereby directly skipping parts of
the assembly animation. Subsequent undo operations brought a terrible user experience. In comparison, few
participants reported clench false positives, even if they worked with both hands while talking to the interviewer
from time to time. ClenchClick had a slightly smaller mental load than dwell. Participant 3 and 7 believed that
keeping the head still for a long time is more mentally exhausting than clenching the teeth.
These findings suggested that ClenchClick was a more balanced input method that combines fast

input speed with low error and frustration levels in assembly tasks.

6.3 Social-friendly Interaction: Photo-taking
An interaction method’s social friendliness can drastically affect the user’s mental load when completing the
input action. Given that the holographic projection in the AR scene is not visible to onlookers, a large amount of
motion input by the AR glasses user can be absurd and incomprehensible to them. The psychological load on
the user is also significantly increased as a result. Taking pictures and recording videos are standard functions
supported by AR glasses that users often use in public. We used photo-taking as the second task to explore
whether ClenchClick provides a more subtle and private user experience, making it more social-friendly in public
compared to hand gestures and gaze.

Considering that users frequently move around in space and adjust their view when taking images, we designed
a 1 × 4 button toolbar that follows the user’s view and hovers below the view (Figure 7 (b)). The toolbar was
kept at a certain distance in front of the user at all times. It was fixed vertically and horizontally, allowing the
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Fig. 12. The usability, satisfaction level, speed and social acceptance for different input methods when taking pictures in
public. The error bars represent the standard deviations.

user’s pointer to move around the toolbar to click on the buttons. After the user selected the "Picture" button, the
system took a picture after the user performed a second clench. The user could also click the "Video" button to
start or stop the camera. After taking the picture, the user could preview the image and choose a shortcut to send
and share the picture.
In the user experiment session, participants stood in a public place and clicked the "shutter" button on the

floating toolbar using three input methods: ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 , 𝑑𝑤𝑒𝑙𝑙 , and 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 . They were asked to complete
taking still life, people (a photo of the other subjects), and landscape photos. They were also required to be
photographed as models by other subjects or observed as bystanders. After completing the experiment, they
completed the ratings in the questionnaire as both a user and a bystander.

6.3.1 Results. In the photo-taking scene, the usability and speed ratings were similar. Significant differences in
social acceptance (Z =-2.969,-2.000, both p < 0.05) from both users’ and spectators’ perspectives led to different
satisfaction levels. 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 had the best satisfaction level.(Z =-2.412,-1.983, both p < 0.05)

From the user’s perspective, ClenchClick could relieve the awful feelings that performing gestures on
or staring at somebody brought about. (Participant 2, 3, 4, 5, 7, 8, 10, 11) Participant 2, 3, 7 and 11 felt that
performing mid-air gestures in public was bound to attract public attention. They described it as weird and silly.
For 𝑑𝑤𝑒𝑙𝑙 , participant 3 said it was very impolite to stare at someone or a place for a long time, and clenching
confirmation could shorten such embarrassment. At the same time, the teeth-clenching action was very subtle
and did not draw additional attention.
From the spectator’s perspective, ClenchClick was a more natural, unobtrusive interaction. Several

participants believed that 𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 was more inconspicuous and did not interfere with other people in public.
On the other hand, comments on ℎ𝑎𝑛𝑑 𝑔𝑒𝑠𝑡𝑢𝑟𝑒 were neutral. Spectators thought that they would feel intrigued
and assumed that the participant was manipulating an advanced device. Participant 10 thought that if he had not
been exposed to AR, it would remind him of the futuristic images in science fiction movies.
In addition, participants believed that gesture tapping distracted attention from models and objects, thus

causing the framing to shift and affecting the final shot. Participant 9 reported that dwell’s false triggers could
cause him to inadvertently press the shutter by mistake, which lowered his satisfaction.
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6.4 Convenient Control: Media Player
𝐶𝑙𝑒𝑛𝑐ℎ𝐶𝑙𝑖𝑐𝑘 not only provides a hands-free target selection input method in AR scenarios, but can serve as
activation for other gesture-based input in AR as well. Participants can combine teeth-clenching actions with
gestures to send shortcut commands to AR glasses. We implemented a system which uses 𝐶𝑙𝑒𝑛𝑐ℎ𝑐𝑙𝑖𝑐𝑘 as the
activation for head gesture recognition and designed a set of clench-activated micro-head gestures in AR scenarios.
The user first performed the clench to activate the head gesture recognition system and then completed a small
head gesture to send shortcut commands. We used the one-dollar algorithm to classify four predefined micro
head gestures: nodding, shaking to the left, shaking to the right and drawing circles. The accuracy of the system
recognition reached over 95%.
We tested the system in a media player application. The application was a head-gesture-based picture and

video viewer. The user performed a clench-activated head shake to switch to the previous or next image. The user
performed a clench-activated head nod to play and pause the video when watching it and drew a circle to zoom
in on the image in view quickly. Each participant needed to go through several videos and pictures during a short
user experiment. They followed the AR text instructions and performed clench-activated head gestures to send
shortcut commands. In the control group, each participant was required to complete the same experiment using
the head gesture without the clench activation. Participants were asked to fill in a simple subjective questionnaire
to rate the two input methods. The accuracy and false positives were also recorded.

Fig. 13. (a): The satisfaction level for head gesture with/without clench activation. (b): False positives per hour for head gesture
input with/without clench activation. (c): True negatives per hour for head gesture input with/without clench activation.

6.4.1 Results. Clench activation gave participants a greater sense of control over head gesture interac-
tion.Most participants liked to use head gestures to send short commands and preferred "head+clench" as a more
easy-to-use and secure input method. Both input methods had similar accuracy. But with clench as activation,
the false recognition of head movements without input intent was significantly reduced from 3.25 times/hour to
about 0.17 times/hour. As a result, although both head gesture input with and without clench activation shared
similar usability, the satisfaction level of clench-activated head gesture input was significantly higher than that
of head gestures alone.
We concluded that combining the two modalities made the intent recognition more accurate and potentially

allowed users to recognize more subtle head movements without many false positives, which lowered the user’s
physical load.

7 DISCUSSION AND LIMITATIONS
We have conducted three studies to evaluate the user experience and performance of ClenchClick in both
laboratory and real-life scenarios. In this section, we discuss the limitations of our work and suggest new
opportunities for future work.
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7.1 User-centered Design of Clench Interactions
Our paper focused on the exploration and evaluation of clench-based input in target selection experiments.
Therefore, we narrowed down from nine clench-based candidates through Gedanken experiments from various
clench-based interactions to select actions that may be appropriate for the target selection task. We acknowledge
that clench-based interactions with head action contain a considerable design space that can be used for both
target selection and shortcut operations. The number of clenches (single, multiple) and the duration of clenches
(instantaneous, continuous) can be combined with head actions (head pose, head direction, certain head gestures,
the cursor’s position with GUI elements) to define a larger action space. We only gave the clench-activated head
gesture in the application as an example of combining the two. We hope future works may conduct a similar user
elicitation study as Wobbrock[59] to collate more user-defined clench gestures and map them to actual input
tasks in AR/VR.

7.2 Comfort
Although EMG sensing could support the whole experimental process of "Implementation-Design-Evaluation-
Application" and ensured that the results of user experiments are not affected by accuracy and comfort, we
still required the user to attach on-the-shelf fabric electrodes to the skin on the lateral side of the cheek. The
electrode size is about 4𝑐𝑚 × 4𝑐𝑚, which may bring a bit of foreign bodily sensation. Our ultimate vision is to
make EMG sensors lighter and more comfortable to wear by using new electrode materials and designing suitable
wearing methods. Two options, skin conformal polymer electrodes[50] and micro-structured metal electrodes,
although not yet available in mass production, are comfortable and reusable dry electrodes that do not rely on
the stickiness of conductive gel. An alternative that we are currently designing is an elastic stick-like structure
on the side of the HMD. Smaller electrodes are placed at the end of the stick. By adjusting the stick’s position, the
user can make electrodes adhere correctly to the side of the cheek and generate little pressure.

7.3 Robustness
EMG sensing will only sense localized muscle contraction, and the torso movements such as walking and running
will not affect signal detection. To test possible interference from facial muscles, we recorded 2 hours of EMG
data when the user was having a conversation or laughing. Our detection algorithm was able to suppress most of
the false positives. False detections in high-density talking scenes were about 20 times per hour. We believe that
the chance that the user’s head happened to be within the selected target was relatively low. In future wearable
interaction scenarios, we believe that multimodal fusion with sensors of other channels can further improve
sensing accuracy and reduce false positives. For example, IMU sensors can capture a small amplitude of head nod
when users clench their teeth. Bone conduction and vibration sensors can recognize the sound and vibration
when bumping teeth.

7.4 Limitation and Future Work
In the exploration phase, we did not technically implement various clench-based interactions but only used
Gedanken experiments to obtain an imagined user experience. We acknowledge that the subjective ratings might
not be completely precise, but we believe that the decision was valid, as we holistically considered the ratings,
participant comments, and selection paradigms. We note that there remains more interaction exploration and
technical implementation work to be done. All three of our studies were short-term experiments in laboratory or
semi-live scenarios. It is worth exploring how users’ behaviors adapt when using clench interaction in the long
term. For example, there may be a learning effect for the clench interaction. There may exist fatigue issues during
long-term use. Teeth clenching can also conflict with daily behavior such as eating. In addition, as technology
advances, our sensing electrodes may become lighter and more comfortable. New low-cost, highly accurate, and
comfortable sensing methods may also replace EMG as a better technical solution for clench interaction.
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8 CONCLUSION
We explored teeth-clenching based target selection in Augmented Reality (AR), as the interaction subtlety can be
beneficial to applications in which users’ hands are occupied or in sensitive social contexts. We implemented
an EMG-based teeth-clenching detection system (ClenchClick), where we adopted customized thresholds for
different users. We first explored and compared the potential interaction design leveraging head movements
and teeth clench in combination. We finalized the interaction to be a Point-and-Click manner with clenches as
the confirmation method. We evaluated the task load and performance of ClenchClick by comparing it with
two baseline methods in target selection tasks. Results showed that ClenchClick outperformed hand gestures in
workload, physical load, accuracy and speed, and outperformed dwell in work load and temporal load. Lastly,
through user studies, we revealed the advantage of ClenchClick in real-world tasks, including more efficient and
accurate hands-free target selection, more satisfying interaction in public, and more controlled head gesture
input.
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